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WORKSHOP BACKGROUND

Ever since the movie Star Wars showed Luke Skywalker and
R2D2 teaming up to destroy the Death Star, <there has been
considerable speculation as to how an efficient pilot-robot teanm
could be created. Since weight is a critical design factor in
airborne systems, the literal building of a pilot-robot team has
not been undertaken; rather, the emphasis shifted to
incorporating the intelligence of the robot. As work in this
area progressed, such terms as "electronic crewmember® and "black
box back seater" began to enter the vocabulary of both the
crewstation design and computer software communities. While the
use of these titles served to stimulate thinking in the area of
human-computer teamwork, a major program was needed to start the
design and implementation of concepts needed to build an
electronic crewmember (EC); in the US this took the form of the
Pilot’s Associate Program. The establishment of the Pilot’s
Asgsociate Program in 1985 gave credence to the idea that the
building of the brain of R2D2, 1in some very simplified form,
might be possible.

In the next two years, numerous discussions were held to
explore some of cockpit ramifications created by the use of a
pilot-EC team within the aircraft. These discussions occurred
in various technical meetings within the US and the UK. In one

of the meetings held in the US, attended by representatives of

vii




the Air Force of the Federal Republic of Germany as well as US
and UK representatives, the idea of the present workshop was
born. Although progress on the idea of a workshop concerning
human-EC teamwork continued, in 1987 an event occurred which

demonstrated the definite need for the workshop.

In April of 1987, USAF representatives gave a paper at a
meeting of the Royal Aeronautical Society in London and again at
a meeting of the Ergonomics Society in Swansea, Wales. The
subject of the paper was "Workload and S:tuation Awareness in
Future Aircraft”, and a section of the paper discussed workload
sharing between the pilot and the EC. During both meetings the
same kinds of questions were asked: Is the pilot always in
charge? Can the pilot and EC really be called a team? Why do you
need the pilot at all?

These thought provoking questions resulted in continued
discussions with technical personnel in the US, UK and FRG, and
served to provide a focus for the workshop. Through these
discussions, sponsorship was obtained from organizations within
the three Air Forces, and as a result the workshop, which the

German Air Force generocusly agreed to host, became a reality.
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EXECUTIVE SUMMARY

The meeting was divided into twQ sections: formal presentations
(papers) and workshop. The papers covered a wide range of topics
ranging from artificial intelligence (Al) implementation jssues,
through pilot-electronic crewmember (EC) dialogue, to the EC’s
autonomy and building trust between the two crew members. A
summary of the ideas of the French, German, British, and American
papers is given below.

Although only one French representative participated, his paper
was quite germane to the subject of the meeting. He presented a very
interesting concept callied the “"Electronic Co-Pilot" which is being
offered as an option for the Rafale aircraft. While not as sophisticated
as the Pilot”s Associate, it is being targeted for a soon-to-De operational
system. Many questions were asked about the French approach towards
implementing the Electronic Co-pilot (they apparently will not use a
blackboard system currently favored by the Pilot”s Associate contractors).

The German speakers discussed, among many topics, the knowledge
engineering problem and presented a means of automatic acquisition of
knowledge through software that monitors pilot behavior and "learns"
the pilot”s intent by looking at patterns of switch activations.

The British speakers were quite concerned with the ability to
program higher level intellectual functions within the EC; concepts
such as intuition and non-rational decision making were discussed at
great length.

The American Speakers, possibly because they had more practical
experience in implementing Al relative to aircraft, concentratac on
lessons learned. Levels of autonomy within the EC, and the building of
five interdependent expert systems functioning simultaneously elicited
4 great deal of discussion.

After the presentation of the papers, the second half of the
meeting consisted of a workshop; its purpose was to address Al
technology issues and cockpit implications of the technology, in a
number of small discussion groups. The workshop agenda was further
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subdivided into state of knowledge. unresolved issues. and potential
directions. as a total of six groups was formed. At the end of the workshop
each of the six team chairs presented the results of their deliberations.

The conclusions reached by each of the six teams are reported in Sections 7.
Below are the cverall views of the different technical disciplines represented
at the workshop.

Three technical disciplines were represented at the conference. namely
pilots. crewstation designers. and artificial intelligence experts. Each
discioline had a unique view of human-computer interaction. The pilots
expressed a healthy skepticism of the abilities of the EC and were especially
concerned that their role as aircraft commanders be preserved. The crewstation
designers. on the other hand. were primarily concerned with human-computer dialogu
how can really effective communication be built up between the two members of
the crew? Finally. the artificial intelligence experts were interested in the
tools needed to make the EC smart and discussed both the state of the art
and the difficulties in implementing Al in the airborne environment.

The meeting identified many different approaches and alternative ways of
thinking about common problems. But there was a considerable amount of
consensus about the state of knowledge and about the major unresolved issues.
The main conclusions are summarised in Sections 8. Implementation of teaming
concents for human-computer interaction raises imt .»tant issues for all the
disciplines represented at the meeting. Much uncertainty remains to be resclved
before a fully mature Human-Electanic Crew relationship can be achieved.

The meeting provided a timely and fruitful forum for exchanging ideas and
for advancing inter-disciplinary and international understanding in the area
of Human-Electronic Crew Teamwork.
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Introduction

During the last seven years a number of activities took place
within the NATO community which all served the same purpose:

To extend and improve our knowledge and rules data base serv-
ing the task of man-machine interface engineering in design
and development of high performance air combat systems.

The knowledge gap was first formulated during the U.S. Natio-
nal Academy of Science study on "Automation in Combat Air-
craft”, held in 1981 /1/. It gave the impetus for the study
of the GCP/WG.07 on "Improved Guidance and Control Automation
at the Man-Machine Interface" from 1983 to 1985. The result-
ing advisory Report AR-No., 228 was published in December
1986.

In April 1984 the NATO Defense Research Group, Panel VIII
held a Workshop on "Application of System Development™ in
Shrivenham, England. The workshop concentrated on advanced
crew station design, cockpit automation technology, and ope=-
rator performance /2/.

The 40th GCP Symposium on "Guidance-Control-Navigation Auto-
mation for Night All-Weather Tactical Operations”, held in
Den Haag 21-24 May 1985 was another occasion where the
advances in automation and Man-Machine-Interface (MMI) design
were reviewed /3/.

During the same time a number of national research projects
were initiated in the various NATO Nations dealing with the
above formulated objective. These projects included analyses,
flight test programmes, and experimental aircraft develop-
ments to demonstrate automation technologies and capabilities
including the advances in crew station integration.




In this presentation we are looking at the co-operation be-
tween the human and the electronic pilot in the light of the
papers of the AGARD Symposium on "The Man/Machine Interface
in Tactical Aircraft Design and Combat Automation®". This Sym-
posium was held in Stuttgart in late September 1987. It in-
cluded contributions from the GCP, the FMP and the AMP.

The objective of the Symposium was automation at the Man-Ma-~-
chine~Interface (MMI). You can talk and may do a lot about
cockpit automation without even touching the domain of arti-
ficial intelligence (Al). However, when complex functions
shall be automated, as mission planning, sensor fusion and
correlation, and situational awareness, you end up in the
middle of the wide field of AI application.




2.

The contributions of the AGARD Symposium in Stuttgart

During the Stuttgart Symposium 25 % of the papers presented
dealt with cockpit automation and topics related to AI:

(1) Cockpit automation requirements and the pilot's role

o "Moding Strategy for Cockpit Data Management in Mo-
dern Fighter Aircraft" (paper No. 11) demonstrated a
method by which the operational requirements for
automation of cockpit functions can be derived. 6
levels of automation are defined (see Annex)

o "Pilots as System Managers and Supervisors, a risky
new Role according MMI Reliability” (No. 17) illus-
trated the importance of the pilot's "mental repre-
sentation" of his tasks, and how it changes with ex-
perience, and with increasing confidence in the sys-
tems functions reliability

0 "Cockpit Automation - A Pilot's Perspective” (No. 21)
discussed several considerations (situation aware-
ness, automation philosophy) for developing a frame-
work for assuring machine capabilities to complement
inherent human abilities and talents rather then to
replace them.

Relation to AI application:

o Introduction of levels of automation for cockpit
functions;

o Definition of the new pilot's role, with relation to
mental modeling and mental representation of tasks,
considering Anderson's /4/ terminology concerning the
"Declarative-Memory", the "Production"- and the
"Working-Memory";




(2)

o Discussion of requirements for cockpit automation to

improve situation awareness and to solve the problem
that "Today's fighter pilot is drawing in data and
starving for information".

Expert systems for mission planning

© "HMission Scenarios, Planning and Requirements”
(No. 3);

o "Expert System for Low Level Tactical Mission Prepa-
ration" (No. 4).

Relation to AI application:

The need for AI, of Expert Systems in particular is
emerging for mission and attack profile planning, becau-
se of the increasing number of factors be taken into

account.

These are:

©0 Mission related data (air task, force allocation,
target intelligence)

o Situation related data (intelligence, navigational
restrictions, meteorological conditions)

o Permanent planning data (map, terrain digitized ba-
sis, navigation aids, air bases, tactical, weapon

ete,)
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(3)

(4)

Sensor Fusion

o "Multisensor Target Reconnaissance” (No. 16). In
these experiments a knowledge based fusion system is
developed combining radar (as primary sensor) with IR
information to improve target identification;

0 "Terrain Referenced Avionics and Sensor Fusion - The
Key to Mission Success" (No. 30). The investigation
applies EO-sensors in combination with terrain refe-
rence data base systems for low level night opera-
tions.

Relation to AI application:

The tasks are navigation (low level and night), recon-
naissance (target identification and classification),

and weapon delivery (auto correlation, target prioriti-
zation, weapon fusing, integrated fire-flight-control).

This is the area of paramount interest in to-day's R & D
concerning AI application.

Algorithms for individual tasks/functions are being de-
veloped in various countries. However, what is neeeded
is an overall approach to the development of the automa—-
tion system providing a truly integrated capability and
an AI system providing a true pilot support for his si-
tuation awareness and decision aiding.

"Expert Man/Machine Interface in Combat Aircraft Cock-

pit" (No. 19). In this paper a comprehensive "man-cen-

tered" approach was presented to develop expert systems
for pilot support by

0 analysing the information status




o monitoring of pilot behaviour (actions, judgements)
in low level flight

o decision support

o monitoring the flight and mission conduct against a
general gualitative model thereof.

The progress achieved meanwhile is the objective of the
papers on the "Electronic Copilot" presented by Avions
Marcel Dassault-Breguet Aviation in this Workshop.
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Resulting conclusions and recommendations

In summarizing the results of the Stuttgart Symposium con-

cerning cockpit automation and AI application the following
conclusions and recommendations are emphasized:

(1)

(2)

(3)

(4)

(5)

(6)

New technologies have their full benefit in terms of sy-
stem effectiveness only when they are applied embedded
in the operational context and given situation awarness.

Reliability is not a matter of mathematics only. One
single failure can destroy the built up confidence into
a system or technology.

The pilot does not want to put his life into the hands
of automatic systems. They shall only aid, support and
protect him.

Unload man from system and flight management tasks, and
make him free for the mission.

Sensor fusion realisation is beginning to emerge.
However, the tools (knowledge and rule based algorithms)
are not developed as yet for application to system spe-
cifications for the next generation fighter aircraft.

Sensor fusion investigations were presented which are
very promising. However a systematic concept needs to be
developed taking into account typical sensor combina-
tions applicable to specific tasks, e.g. threat assess-
ment, target prioritization, low level navigation.

The impact of digital data bases coupled with AI systems
is fundamentally profound. Expert System concepts are
being developed for planning and diagaostic tasks, such
as mission planning or systems health monitoring.




The availability of AI tools applicable to decision aid-
ing in the cockpit in real time operations, such as tar-
get identification, prioritization, and acquisition will
take several years to fully mature.

Development of real time decision aiding concepts should
be accelerated to provide the necessary total combat si-
tuation awareness.

(7) We must keep in mind that AI is not comparable with
human intelligence:

The more knowledge a Human Expert has the faster he
works.

The more knowledge and Expert System has, the slower it
works!

(8) We must keep in mind that pilot acceptance, system ef-

fectiveness and safety are of paramount importance in
introducing increasing levels of automation.

e e ———————— e et e o
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Cockpit automation and the domain of Al

It sounds very intellectual talking of "Artificial Intelli-
gence", Therefore some people talk of "Electronic Intelligen=-
ce" meaning just "Automation". We should be very careful in
defining the domain of AI application and in discriminating
it against plain automation of system functions. Using a di-
gitized terrain data base in combination with a threat intel=-
ligence data base for low level flight and navigation control
is = in my understanding -~ plain automation. It becomes Al
only if it includes additional capabilities as:

o A knowledge base of sensor and threat data classification,
and of information on e.g. the consequences of navigation
aid restrictions:;

© A rule base and inference capability for identifying,
classifying and correlating sensor, threat and stored
data.

For to differentiate between automation and AI we can classi-
fy the cockpit functions and tasks based on the terminology
introduced by Rasmussen /6/ and Morgan /5/.

Rasmussen distinguishes for human performance modelling be-
tween skill, rule, and knowledge based behaviour.

Morgan classifies the cockpit functions into operations, de-
cisions, and problem formulations. He allocates these func-
tion types to the function levels of Rasmussen.

In MBB we defined "levels of automation”, published in /7/
and /8/, applicable to system functions and cockpit procedu-

res automation.

If we combine these approaches, the domain of AI applications
to cockpit tasks emerges. This is shown in the figure below.

10
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In this classification diagram I only included the real time
pilot tasks.

The real time "system health monitoring" tasks were not a to-
pic of the Stuttgart Symposium. The state of the art in this
domain has been reviewed in 1986 in an Air Force Workshop on
Artificial Intelligence Applications for Integrated Diagnos-
tics /9/.

Concluding remarks

The evaluation of the papers presented at the Stuttgart Sym-
posium has shown that the development of AI tools applicable
to decision aiding in the cockpit in real time operations
"will take several years to fully nature”.

For the next generation fighter aircraft - being specified
to-day ~ I can not even see full IFFC capability to be in-
stalled. And this is automation. IFFC as well as the first
real time AI tools could be available possibly for the first
upgrade of the next generation fighter aircraft, about ten
years from now.

Expert systems for mission planning are being developed at

present. They could be available within a few years for ap-
plication in conjunction with mission data transfer systems
for to-day's fighter aircraft upgrading.
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ANNEZX
Automation Levels for the Wan-Machine-Interface Functions

MANUAL: Manual control functions without automatic augmenta-
tion or support; man is performing the activity using his
human faculties (e.g. visual functions, mental activities,
switching and data input functions, verbal communications).

MANUAL AUGMENTED: This includes:

- manual control functions augmented by an automatic control
system (e.g. Fly-By-Wire, Nose Wheel Steering):

- mental decision supported by an automation system (e.g.
step by step check list on a display).

MANUAL AUGMENTED - AUTOMATICALLY LIMITED: manaal control
functions augmented by an automatic control system and limit-
ed to prevent over-control and control errors. This includes:

- control limiting (e.g. AOA, g-level, attitude or velocity
vector monitoring);

- data entry formatting and validation checks.

AUTOMATIC - MANUALLY LIMITED: automatic control functions 1li-
mited, defined or overridden by manual parameters control
(e.g. autopilot attitude hold with superimposed pilot con-
trol).

AUTOMATIC - MANUAL SACNTION: automatic control functions with
manual accept/reject capability (e.g. automatic targets prio-

ritization with pilot reject/modify function).

AUTOMATIC: autonomous automatic control functions (e.g. sy~
stems status continuous monitoring and alerting).
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SYSTEMS ENGINEERING SUPPORT FOR Al
OR HUMANE INTELLIGENCE SYSTEMS
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SUMMARY

The autopoietic approach McNeese (1986) proposed for artificial intelligence (AI)
applications in advanced aerospace crewstation design is not well-suited to
present design practices and systems engineering methods. Practical
implementations of advanced electronic crewmember (EC) concepts have to bridge
the gap between computer sciences research and large-scale development practices
to produce a viable crew-system interface. Theory and design techniques for
development and tast of large, distributed, concurrent computer systems
envisioned for Al applications are still avolving. Technology transfer must also
address management issues. A central systems engineering management issue is
identifying the functional partitioning of design team activities necessary to
produce a humane, intelligent system. A secondary, related problem is verifying
and validating component alemsnts to demonstrates specification compliance and
performance adequacy. Finally, the problem of integrated test and evaluation
presents many difficulties which are well known to the human factors specialist
but not previously faced by systems engineers. This paper will addrass some
limitations of contemporary systems angineering methods and management techniques
to meat the challenges of the EC. Recommended solutions which will be proposaed
ars as follows: nev systems engineering management concepts (incorporating human
factors with IV&V) and support tools (integrating analysis, testing, and
speculation with prototyping).

1. "INTRODUCTION

A pilot's associate is more than an expert. Humane intelligent systems (McNeese,
1986) should anticipate the needs of the pilot. Intarpreting pilot actions
demands an updated model of goals and plans, sat in the context of the pilot's
intent structure (Smith and Broadwell, 1988). Systems engineering practices
(Booza, Allen, and Hamilton, 1986) are not presently designed to produce that
kind of product, and even if the EC was itself fully developed, integration of
that technology into weapons production is still a problem.

1.1 Today's System Engineering Problem: Managing Complexity

Aircraft and other systems have become complex both in the diversity and the
interactions that must be managed among technical specialists. To manage the
synthesis of multi-disciplinary work efforts, system management methods already
exist for allocating duties, communicating data, and coordinating effort. To be
effective, the system engineering management plan (SEMP) must be expliicit,
publicly observable, and objectively measurable. The SEMP conceptually organizes
integration of technical teams, their assignments, and various work schedules,
permitting a composits view of the whole development enterprise. Rouse and Cody
(1988) nicely describe the shortfalls of current man-machine integration practice
and suggest a more user-oriented approach,

1.2 Tomorrow's System Engineering Problem: Managing Flexibility
Tomorrow's systems present new challenges. Flexible, adaptive, self-organizing

software is a product that is not present in today's systems. The problem is to
deliver a validated, tested dasign (assuring certified performance does not

16




W o o hs e -

degrade during use) and requires a change in the corporate culture of systems
engineering management. Empirical and statistical testing methods that
incorporate the use of pilots will play a larger role.

While appropriate experimental testing methods are typically well-known in
behavioral and social~-scisnce research, such methods are less commonly used in
engineering, computer science, and contracts administration. The need to include
humans in tests of end-item performance is not a new idea, but the level and
amount of testing needed to assure proper EC performance must increase. Reasons
for this change need to be understood by managers. Successful development,
delivery, and use of AI thersfore require changes in contracts administration and
engineering management that are as revolutionary as EC technology.

2. CURRENT PRACTICES

New systems are evolutionary upgrades of existing systems. New threat
capabilities demand adaptations and enhancements with technology insertiom.
However, within the acquisition cycle, there is a well-structured and linear
ordering of activities progressing from concept formulation through preplanned
product improvements and then subsequent avionics modernization efforts.
Modernization programs occur because certain subsystems become obsolete faster
than others. Subsystem upgrades are more economical than total system
replacenent.

Complexity is now managed by a strategy of divide and conquer. Functional
requirements are defined that assure meeting specified mission needs, and
derivative functions are then identified by hierarchical partitioning into
progressively more detailed subfunctions. The work effort is itself broken down
in a similar faghion. The final result is a set of mutually exclusive efforts
and a set of discrete end items to be produced. The work and its products are
relatable, hierarchical decompositions that split the whole into smaller
distinctly separate, but often interacting, parts.

System testing is then done at multiple levels, starting with individual hardware
(8/W)/software (S/W) cowponents, pair-wise interactions, and then larger
assenbled groups. Each progression tends to identify integration problems not
detected in the simpler 1levels of testing. Deficiencies may result from
incorrect or incomplete requirements specification, inappropriate design, and
implementation errors. Inputs or envirommental conditions for integrated system
level testing in ground-based faci{lities are also incomplete and must therefore
be augmented by developmental flight tests and then operational flight tests, all
of which are progressively better approximations to design limiting conditions or
some represantation of anticipated combat conditioms.

During that progression, H/W and S/W performance are comparsd against the
specified functional requirements. Comparably detailed evaluations of
operator-maintainer behavior are rarely attempted in conjunction with integrated
system test activities. Costs and time for such testing have typically been
considered prohibitive.

There are two questions asked in development and operational tests. The first
asks vhether the delivered system behaves as the specification states it should.
The sacond asks whether achieved performance is adequate to meet mission needs.
The first is a contractual issue. The sacond is an operational issue. Crew
opinion may be a factor in answering the second question, but is disallowed in
angwering the first question. Crew performance and training requirements then
cope with H/W or S/W design shortfalls, performance anomalies, and other
unanticipated quirks of system behavior which are discovered after the fact, as
crews begin interacting with the final products of development and productionm.
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Sometimes craws slso discover system capabilities which were not intentionally
part of designers' objectives. These can often be exploited for tactical
advantage, sometimes compensating for other aspects of the product which did not
meet design expectations.

Such progressive refinement during design, development, and production
engineering efforts results in increasing costs for introducing changes. Thers
are several reasons for these cost increases. First, design analyses need to be
redons to assure proposed changes meet specifications and do not creste new
problems. Second, design documentation has to be changed. Third, testing has to
be reaccomplished to assure that interaction of the newly modified component with
other system slemants does not inducs some unanticipated and undesirable behavior
elsewvhere in the system. The smaller the span of potential interactive effects,
the more restricted and focused the testing. Clesrly, this argues stromgly for
s highly decoupled and modular system. That is not the nature of the EC,
howsver, since the EC will interact with nearly everything that the pilot does.
Worse yet, it has to interact witl, pilots too! So testing becomes a critical
isgue: How much is enough and how can it be made more affordable?

2.1 Prototyping: Promise and Pitfalls

Valid requirements identified at design start minimizes costs. If the system
specification was accurate at every desired level of detail, then testing would
largely verify design compliance rather than detacting defects. Because pilots'
behsvior cannot be perfectly predicted, empirical testing is needed. Rapidly
reconfigurable prototypes are tools to gst crew-system interfaca requirements
specified early.

Such prototyping wust be tightly coupled to actual system development since
details becomes reinterpreted, redefined, and then implemented. The prototype
used for human testing must be compared against both the design specification and
actual system behavior, especially when anomalies appear in prototype testing.
Auditable documentation is 1eeded.

Fault mode and failure analysis cannot be accomplished until design details are
known, but pilot workload is driven by handling such interruptions under less
than ideal conditions. Prototypes can implement hypothetical load conditions
before detailed design occurs but cannot portray actual conditions. The catalog
of actual causes and effects of system malfunction (and their impact on the crew
interface) will evolve as operational and combat experience occur.

Ground-based prototypes cannot replicate every interacting envirommental factor
that drives and limits the crew's combat activity. No single test environment
can fully treat every aspect of crew-aystem interaction. Combined testing 1is
needed, and even that will fall short of perfectly raplicating actual combat
conditions.

2.2 An Augmented Solution: An Integrated.Evaluation Methodology

Wallace, Stockenberg, and Charette (1987) present a unified methodology for
system development, emphasizing the need for multiple perspectives in performing
design analyses. Evaluation itself requires three perspectives: 1) analysis, 2)
ewpirical testing, and 3) speculative modeling. In analysis, mathematical models
can serve as surrogates for (and predictors of) testable behavior. In empirical
testing, two objectives can be pursued: 1) validation of design analysis, and 2)
correction of the underlying models. The second objective lays a foundation for
the third perspactive: tests based on speculative wmodeling. Speculative
modeling predicts behavior that cannot be validated. For example, this includes
effects of chemical warfare agents and supra lethal doses of ionizing radiaciom.
Since speculations should be made from a validated model, modeling efforts should
closely parallel prototyping efforts.
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3. PROGNOSIS FOR THE FUTURE

Rouse and Cody (1988) propose reorienting conceptual design to a user-centered
approsch so user considerations will lead instead of lag detailed design.
Second, they proposs supporting the :uli:y of detailed design and development.
A realistic description is available in Boehm (1988). His spiral model
incorporates stagewise, avolutionary, and transform models of development as
special cases. Boehm's model recognizes that system specifications change as
design insights occur, and encountered problems are resolved. Boehm (1988)
observes: "ezzh cycle is completed by a review involving the primary people or
organization concerned with the product."

A user~centersd approach requires organizational changes that influence these
primary people concerned with the EC. Archer (1970) referred to these as
"arbiters" of design, who identify what factors are important and determine what
weight thosa factors receive in design trade-off decisions. Hardware engineers
presently dominate that group. They are a subculture distinctly different from
computer sclentists and human factors specialists. To change the way systems are
produced, corporate culture must also be changed.

3.1 The Characteristics of Corporate Culture

Sathe (1985) defines culture as an important set of assumptions commonly shared
by a community but often left unstated. These assumptions vary in content and
strength. Prevailing culture will impact cooperation, decision making, control,
communication, cosmitment, perceptions, and ratiomalization of behavior.
Schein's (1983) model of culture suggests that observed behavior is only the
firast of three levels. The second level consists of justifications that make
sense of the first level. The third level pertains to the beliefs and values
that underlie those justifications at the second level. FKnowing the beliefs and
values commonly shared within a culture is the key to understanding behavior and
its justification. Any pressure that forces modifications only in observable
behavior will induce transient, not permanent, changes.

To permanently changs system engineering management, changes wmust occur in
beliefs and values, and become stated instead of assumed so they are shared
between disciplines, challenged by each, and altered as required. Technology
advances will help change engineering practices.

3.2 Socisl Dimensions of Automation Impacts on Engineering

Rouse and Cody (1988) note that the techmology for design is changing but so must
the concepts. Computer Aided Engineering (CAE), Design (CAD), Manufacturing
(CaM), and Test (CAT) are all progressing rapidly. While telecommunications
permit shared distribution of information, Short, Williams, and Christie (1976)
identify telecommunications shortcomings in resolving conflicts between people,
which will inevitably arise as part of development engineering problem solving.
Rouse and Cody (1988) refer to fellowship as a social aspect of relationships
that ars an integral part of interdisciplinary cooperation in design teams.
While technology will force some changes in engineering cuiture, other changes
may be needed.

3.3 Suggested Approach: Agency of Change

Systems are becoming-software intensive (Glassman, 1982 and Grove, 1982). Many
require Independent Verification and Validation (IV&V) efforts (Southworth and
Sapp, 1[984). Doing IV&V requires snslysis, wmodeling and simulation, and
prototyping. One approach to improving EC tasting would be to include human
factors within the IV&V effort. This also permits an early start om both
instructional system and training device development, other typically neglected
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aspects of integrated logistics support. Three benafits could be realized.
Firsc, continuing human-user testing could parallel development aad be associated
wvith required software integration tests. This permits more extensive yet non-
disruptive testing. Second, multiple uses can be made of the human factors data
from such tests: (a) wmodel parameterization/validation, (b) human engineering
evaluation, and (c) training curriculum validation. Third, culture changes could
be induced through existing organizational mechanisma instead of adding a wholly
new structure just to accomplish the level of testing needed for producing a
useful EC. The human engineer must then focus on becoming the change agent,
calling attention to unstated systems eungineering and management assumptions
about presumably shared beliefs and values that need to be reviewed more
carefully.
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SUMMARY

As the environment in which military aircraft operate becomes increasingly hostile
and the advances in avionics systems provide the crew with ever more data, mission
effectiveness will be put at risk by the increase in crew workload. The tactical
decision aid (TDA) is a system designed to alleviate this workload problem by using
the incoming data to supply the crew with high-level information, upon which, tactical
decisions can be made. This paper outlines the primary process of the TDA, namely
sensor fusion and mission planning, which have been approached from an Al perspective.
The test-bed for this work has been a ground attack mission and in particular the
hostile ingress and egress phases of the mission.

INTRODUCTION

In the foreseeable future the military aircraft will be operating in an environment
in which the numbers and sophistication of threats deployed against it will ensure
that the aircrew has a high workload. This will be compounded by the move toward
single operator aircraft and the increased ability of avionic systems to supply the
operator with data. These factors could combine to increase the operator workload
to the point where the survival of the aircraft and the ability to achieve the mission
are put in jeopardy. The sophistication of proposed future avionic systems will
ensure that the aircrew will have as much data as possible upon which to make any
tactical or strategic decisions, but the limiting factor on arriving at the correct
decision will probably be the speed at which such data can be assimilated and understood.

The purpose of a tactical decision aid (TDA) is to reduce the crew workload by converting
the incoming data into high-level information which can form the basis for a decision
making process. This decision making process can then be performed either by the
crew or by the TDA, although in the latter case, the reasoning processes must be
understandable to the crew, in order that the basis for decisions can be checked
and confidence in the system's abilities acquired. Such issues abutt the MMI aspects
of such a system; these aspects have not been addressed within the current project.

This paper is an overview of the current state of the TDA project at Smiths Industries
Aerospace & Defence Systems Ltd. Effort has been concentrated upon those areas of
the TDA which are the most novel in terms of current avionic computing. These concern
the fusing of data te produce the high-level information {sensor fusion) and the
use of that information by the TDA in the decision making process (planning).

The next section describes the scenario in which the TDA has been tested and the
test-bed simulation which has been developed. Following that, the sensor-fusion

techniques which have been investigated are discussed and the subsequent section
covers the planning functions.

The Scenario

Investigation of the TDA has been limited to the problems faced in a ground attack
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mission and in particular that part of the mission concerned with a low-level ingress
to the target area. Such an ingress involves a flight of around 8 km in a time of
5 minutes flying at a height of around 100 feet. In such circumstances the crew
face a high workload not only from attempts to counter threats, but also from the
need to wmaintain altitude and avoid terrain. Under these circumstances the crew
may not be performing to the best of their capabilities or those of the aircraft.

The principal threat in such a mission comes from surface-to-air missile (SAM} sites,
associated both with airspace denial and point defence, and anti-aircraft artillery.
Such air defence units can be highly mobile in their attempts to cover potential
targets such as troop concentrations. Consequently the location of such threats
will be known to a very limited degree of accuracy, which in turn, implies that the
value of the prior intelligence is limited. Although the aircraft carries counter-
measures to decoy incoming missiles, the increased sophistication of the threat implies
that the efficay of these countermeasures will be greatly reduced, leading to a Tower
mission success rate and a higher mission cost.

The test-bed for the TDA is simulated using object-oriented programming technigues.
This enables a SAM site to be modelled as an entity which performs its own tasks,
seeking and acquiring the aircraft as a target. Other objects such as surveillance
radars, troops and vehicles are also simulated. Some of the SAM sites communicate
with each other and with surveillance radar enabling, a means of representing a co-
ordinated air defence system. A1l SAM sites have a limited number of missiles and
take time to re-load. The detail in the simulation means that the air defence response
to the aircraft is made unpred1ctable by the number of decisions being made. This
complexity helps test the various responses of the TDA in a relatively unbiased manner,
which may not be achieved by a coarser simulation of the world.

The simulation also models the sensors and countermeasures of the aircraft, and their
interaction with the radars of the threat world, together with the aircraft's weapons.

TACTICAL DECISION AID

The TDA has the task of planning the hostile ingress phase of the mission subject
to the constraints imposed by the aircraft embodied in limitsations upon the use of
fuel, countermeasures and weapons. In performing this task the TDA has, initially,
an intelligence database comprised of the location and type of known threats. Although
this is assumed to be in error it is used as a basis for the initial plan in the
absence of better information. Having made a plan, including a flight path, the
aircraft flies the given course. As it does so the sensor, the are usually in stealth
mode until the final target attack, pick-up emissions from the various ground-based
radars searching for incoming aircraft. The TDA pools and interprets this data in
an attempt to update the perceived situation. Based upon the changes in the perceived
situation, the TDA re-plans or repairs the current plan to ensure that the aircraft
will achieve the mission goals, while keeping within the constraints imposed.

Thus, 1in essence, the tasks of the TDA can be defined as asynchronous sensor fusion
and planning. The underlying philosophy of the system is that it should be capable
of being interrogated about its decision making processes and that the answers given
should be understandable in the operator's terms. It is not intended that this inter-
action should take place during the course of a mission, but rather during training
and simulation sessions, in order to develop confidence in the system. This has
an important impact upon the approach taken to developing the system. In particular
this philosophy is common and desirable in the field of Al and this led to the adoption
of these techniques above any more numerical approaches.

Sensor Fusion

The data to be fused in this case is derived from the data sources on the aircraft.
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These are the sensors: the radar warning receiver (RWR), the radar (active and passive
modes), the forward looking infra-red receiver (FLIR)} and the missile approach warning
receiver (MAWR). These are backed up by information sources such as the initial
intelligence data and any incoming communications. Although the data is accumulated
over time, the TDA amust always be prepared to meke an identification even whem the
quantity of evidence is minimal. The manner in which the identifications are updated
and the accuracy required, place restrictions upon the nature of the inferencing
process.

An important aspect of data fusion is determing which pieces of data to fuse and
which to keep separate because they refer to something different. This task becomes
more complex when the purpose of fusing the data is to determine what is being observed.
The method used to handle this difficulty is to assume that all reports from the
same location refer to the same source. This assumption is later tested by the infer-
encing method used to identify the source.

A1l of the sensors can produce spurious reports or noise and all of the sensors produce
varying degress of error in positioning the source of the report. Consequently,
the first task of the sensor fusion process, when a sensor report is received, is
to discard it if it does not correspond sufficiently closely with any known types
of source. C(Clearly, some noise will remain in the system and the inferencing mechanism
used to assign an identification to the source will need to be able to handle this.
The next task is to determine with which previously identified source the current
report is co-located within the error bounds of the sensor. If it cannot be co-located
with what is already detected then a new source is deemed to have been found.

Having determined that the current sensor report arises from the same location as
a previously detected source, does not necessairly mean that it has come from the
same source, i.e., more than one emitting entity may be located in an area bounded
by the sensor errors. The inferencing technique used must be able to handle this
conflicting evidence. With each source, a set of hypotheses as to its identity,
is stored. More than one set may be stored if it is recognized that more than one
entity is located at that position. The inferencing technique updates the likelihood
value of each item in these sets of hypotheses and, whichever has the highest such
value, is deemed to be the best identification at any time. In this manner, the
sensor fusion process always has an identification at any time. In this manner,
the sensor fusion process always has an identification of a source, however small
the amount of data received. Clearly, if a more accurate sensor picks up the source,
the position of it can be given with greater accuracy.

A number of inferencing techniques have been investigated and the one which has been
able to satisfy the above requirements has been the Dempster-Shafer evidential reasoning
system (1). When the first sensor report is received from a location, a list of
possible sources is created, each with a likelihood generated from an evidential
interval. Subsequent sensor reports are used to update this set of hypotheses.
The Dempster-Shafer approach can determine a measure of conflict in the evidence
being received, enabling multi-source identification to take place. On the other
hand, the processing time and storage needs can create difficulties, which have been
overcome by the use of a controlling rule-base.

Planning

The planning system has been designed with a number of requirements in mind. Principal
among these, are the potential need for understanding, the decision making processes
and the need for aplan to be available at all times, even when processing is curtailed,
due to lack of available time. The former of these, has influenced the knowledge
representation within the system and both have influenced the plan production process.
A further influence has been the decision not to attempt to create an optimum plan
(in the sense of using minimum resources and minimum threat exposure), but to produce
an acceptable plan which, while minimising the threat exposure, remains within an
allowed use of resources. It is envisaged that from such a plan the optimum solution
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can be developed by using numerical techniques in a manner focussed by the planning
system.

The knowledge within the planning system is divided into three types, depending upon
the time-scale of change in that «nowledge. The first type is static

the duration of a mission. This includes such things as the terrain and the capabilities
of designated missile types. The second type is that concerning the perceived world
view derived from the data fusion process. These are the objects in the world.
The third type is aircraft and mission specific, and includes the plan structure
based upon the position and current expendables status of the aircraft.

The external world 1is represented as a set of objects, each with a position type,
and status, in relation to the aircraft and the mission. This enables the plan to
be represented as a time-ordered set of scripts which are also a series of instructions
such as "fly left of object-1", “suppress object-2", "attack target-object while
suppressing object-3", etc. Representing the world in this manner has meant that
the plan can be described in an understandable form and, since the -plan scripts contain
all the information used to derive the dinstruction, the plan can be interrogated
as to the reasons for arriving at a particular decision.

The planner has the task of setting the values of these instructions to achieve an
acceptable plan using the knowledge at its disposal including the knowledge of other
parts of the plan. This it does by firing a set of production rules on the plan,
as if it were a knowledge base. When no more rules can be fired, the plan is as
good as it can be made. Using this rule-set, the problems of plan monitor and repair
are considerably reduced. The rule-set is ordered in such a manner that it will
attempt to improve whatever plan it is given. Thus, if circumstances change, the
rule-set will try to improve the plan within these new circumstances without the
need to check whether this change affects the plan.

The other advantages gained from the use of a rule-set in this manner, are that whenever
the computation is curtailed, there will always be a "best-so-far" plan available.

Conclusions

The tasks which systems such as the TDA are expected to perform are currently performed
by the operator and the intention of these systems is to relieve the operator workload
by having the system take over the performance of these tasks. However, given the
nature of the environment in which these tasks are undertaken and the consequences
of an error, considerable effort needs to be expended on inducing confidence in the
system. This implies that the output of such systems is open to scrutiny by the
operators and that the systems are able to answer questions in a manner which is
comfortable to the operator. In the field of artificial intelligence such constraints
are common and deemed desirable in any system. It therefore seems reasonable to
apply the techniques and discipline of this field to the problems associated with
developing these systems.

The development of the TDA has followed this policy and the results have been
encouraging. The data from the sensors is fused to form a threat scene which is
then used by the planning functions. The system produces acceptable mission plans
which take account of the use of expendable resources while minimising the threat
to the aircraft. Throughout these processes the system is open to interrogation
and the decision paths can be explained in a manner understandable to the operator.
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Adaptive User Interfaces in Man Machine Systems

K. Friedrich. Kraiss*

1. Introduction

Increasing automation in vehicle and process control has the consequence that operators are more
and more restricted to supervisory tasks. This is a possibly dangerous development because the
operators are taken out of the loop. Consequently they may loose the skill to judge complex
situations and to react in a competent way. In order to counteract this effect two approaches can
be considered. Firstly the operator can be supported in performing cognitive tasks by providing
artificial inteiligence functions to him which facilitate decision making and problem solving.
Secondly the operator's task may be simplified by adaptively matching user interface functions
as well as system functions to environmental conditions, situations, tasks or user characteristics.
This paper addresses the latter approach by reviewing machine learning algorithms and their
applicability to adaptive user interfaces

2, Adaptive man machine systems

The architecture of a typical conveational supervisory control system is depicted in figure 1. As
can be seen, there are two computers between the operator and a specific task. One of these
interacts mainly with the task, while the other interacts with the human. This concept enables
considerable flexibility in task allocation between the human and the system as well as with
respect to the interface layout. However current supervisory control systems are not prepared to
continuously adapt to user requirements and performance, They are rigid and static, i.e., they do
not adapt dynamically to variations in skill, motivation, decision strategy, risk taking behaviour
or cognitive state of the user. Individual preferences of display formats and contents are not
supported. A different system architecture that traces operator actions and evaluates them on-line
will therefore be required in order to achieve adaptivity in man machine systems.

As already mentioned above, adaptivity may be desireable with respect to environmental
conditions, situations, tasks and user characteristics. While the first three items of this list can

* Research Institute for Human Engineering (FAT) and Technical University Aachen,
Neuenahrerstr. 20, 5308 Werthhoven
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be technically identified - given the necessary sensors are available - the identification to user
characteristics poses a major problem. A prerequisite for the dynamic adaptation of user
interfaces to individual needs is that behavioural characteristics be known to the computer. A
coopera‘ive system architecture designed to provide this functionality is presented in figure 2. As
may be seen by comparison with figure 1 the human interactive computer has now been specified
in more deail and a set of three data bases have been added to the system.

The world state data base contains environmental condidons and operational phases. Knowledge
about the system is collected in a separate data base which contains system specific sripts and
procedures. In additon there is a data base for possible operator goals, plans and scripts. These
data bases are essential for the functioning of the human interactive computer which contains
five components: Operator model, interface management, operator error handling, adaptive
operator aiding and system error handling.

Input for the operator model is the actual human performance in a task as identified by recording
the information provided to an operator together with the actions he is deriving from them. Such
records allow interpretation and prediction of operator actions and discrimination of expected
{explained) from unexplained actions (errors or innovations). Resource utilization is derived
from current and projected on-line workload analysis which is needed to estimate of operator
performance in current and potential future tasks. Errors of omission or commission are
identified by comparison with active (legal) scripts and goals. Subsequently a suitable

_ remediation level for an error (monitoring and exploration, error feedback (alert, wamning), active

prevention or automatic initiation of compeusatory actions ) is selected by the operator error
handling module. System error handling is supported by the provision of interactive diagnostic
expert systems. Adaprive operator aiding and interface managemens (see fig.2) are the modules
which are most interesting in the context of this papes:

Adaptive operator aiding includes:
- Variable task assignment to man and computer,
- Task transformations (predictions, display modality etc.),
- Adaptation of dialog styles to the skills and preferences of individual operators,
- Consistency check of operator actions and decisions,
- Advice giving and decision support functions.

Interface management includes:
- Information filtering,
- Selection of sensory modality ,
- Display formatting,
- Adaptive control of display and message (alarm) sequencing.
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The main difficulty during the implementation of the adaptive functions mentioned above is the
establishment of a suitable user model within a computer. One approach to solve this problem is
the application of trainable observers. As depicted in figure 3 operator behaviour can be observed
on-line and - after enough training - be duplicated by such a device. Subsequently the trained
observer may then be used as operator model (Freedy et al. 1985 ).

Syatem /Vehicle /Process ].‘..___
Controis I—-—

Dispiays Operator

4

Trainable
Observer

Fig. 3: Concept for an adaptive user interface based on a trainable observer

3. Connectionist learning mechanisms

Various technical solutions exist for the implementation of trainable observers. We restrict the
discussion here to a short introduction to adaptive filters and neural networks because these are
used in the case studies described later. As the main subject of this paper is not the theory of
connectionist learning mechanisms, the reader is refered 1o the given references for more details.

feedback connections

Fig 4 Basic multilayered recurrent neural net configuration.

Figure 4 shows a neural network in very general form. In a static net (no state units) the flow of
information is from plan units over hidden units to the output units. By special maining
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procedures (e.g. backward error propagation) the weights of the links between "neurons” are
adjusted such that the net responds to each plan vector with the desired output vector
(Rumethardt et al. 1986). Within certain limits neural nets are able two generalize, i.c., toreactina
meaningful manner to plan vectors, which have not been trained before. Recurrent nets, i.c.
those which include state units and feedback connections, can even be trained to produce
sequences of actions at the output (Jordan 1986).

Adaptive filters (Widrow & Stearns 1985), also called linear machines (Nilsson 196S), are
closely related to the neural nets mentioned above. The main difference is that in these devices
there are no hidden layers. The classifier depicted in Figure § consists , e.g., of three Adalines
with a weighting factor w;; for each pattern vector component x;, a summing device for each
pattern class plus a maximum selector. Training is performed by one adjusunent to the classifier
weight vectars for each stimulus/reaction pair presented.

Fig 5: A linear machine for classifiying X patterns with d components each to R
categories (Nilsson 1965, modified ).

Following this short description of two connectionist leaming mechanisms possible applications
of these concepts to implement adaptive user interfaces are reviewed and discussed. This
concerns interactive visual pattern classification (Kraiss 1982), intelligent display control
{McCandless 1986 ) and the adaptive training of a controiler (Guez & Selinsii 1988).
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4. Examples for adaptivity in man machine systems

Interactive visual pattern classification. (Kraiss 1982)

Classification of visual patterns is a task that only in a few cases can be fully automated. This is
mainly due to the fact that many of the criteria applied by an observer can not be quantified and
stated explicitly. What one sees depends, e.g., on what one looks for or expects to see, the
context and, last not least, the costs of not seeing it. Expert knowledge and long term
professional experience will have a major influence on, e.g., the classification of targets from
electro-optical sensor systems or on the extraction of features from x-ray pictures. This case
study addresses the question whether computer aiding can be helpful in improving classification
consistency of human observers. The term "consistent” implies that a particular pattern, if
preseated several times, is always assigned to the same category. A system concept for this study
incorporates an adaptive observer that continuously traces the visual parterns presented to the
operator as well as his choice and learns implicitly the decision strategy of the human (compare
fig. 3). The need to quantify and state explicidy the complex criteria applied by the expert user is
thus avoided.

The adaptive observer will, after sufficient training, suggest a choice that is in line with observer
preferences. Sometimes, the human will be confronted with a contradicting proposal indicating
that his decisions have not been consistent. Even in that case, however, he is entirely free w0
make up his mind which will eventually result in a retraining of the adaptive device. The trainable
observer may thus be seen as a intelligent monitor watching the consistency of observer
decisions and forcing the human to reconsider classifications which do not fit in with previous
actions.

For the evaluation of the described system concept a set of 50 visual patterns was generated at
random. Each pattern is composed of 20 columns with varying heights. A particular pattern i
may be described by a pattern vectoe X;=[x;;,Xi3.....xj29] Where each vector component may
assume random values with -1 < xy <+1 (see figure 6, lower part). For reference, patterns

Fig.6 Experimental setup. Test pattems appearing in the middle of the screen
must be assigned to one of 6 candidate classes on top.
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which are known to belong to categories 1 - 6 are displayed on top of the screen. The
classification task to be performed is the assignment of a pattern to one of the available candidate
classes. The adaptive observer was for this work selected to be a linear machine as depicted in
figure §.

Two groups of 6 subjects were used in an experiment. Each subject had to assign six series of 50
visual patterns to 6 candidate classes. Thus 300 individual decisions were coliected from each
subject. During the experiments subjects were instructed to make their choice solely according to
the criterium "similarity" and concentrate on the "Gestalt". No cost, risk or time pressure for
decision making was imposed. Reference to a physical background for the patterns was strictly
avoided, therefore no special background knowledge was requested and no experts were needed
1o participate in the test runs.

Without aiding the subject had to press one out of six buttons to indicate the selected class. In
case of aiding the information presented on the screen took, e.g., the following form:

PROPOSED CLASS NO.: 1(45 %), V (27 %)
RELIABILITY: 60 %
PLEASE TYPE IN THE SELECTED CLASS NO.:

The pricrities of computer proposals and the appertaining probabilities have been calculated using
the acmal values for the 6 discriminant functions g; (X) of the adaptive observer (compare fig.
5). Only the two most probable candidate classes are displayed to the observer in order to avoid
confusion. The line "Reliability" indicates how often aiding was successfully accepted. The
indicated number is a sliding average over the last 10 patterns. In case of inconsistent operator
decisions the computer finds out which classifications are in conflict. In such cases the operator
is made aware of his own conflicting decisions by, e.g., the following text:

PLEASE CONFIRM YOUR CHOICE (CLASS NO.30R 6 ?):

The answer to this question is taken as the operators final shoice. Conflicting answers made
earlier are eliminated and substituted correctly so that at any instance a consistent pattern set is
available for training.

Data from both experimental groups show that only for very few patterns subjects made identical
choices. Most pattems have been assigned to several classes (up to four). Since subjects had to
classify 6 identical pattern sequences, individual consistency can be determined by comparing
class assignments for corresponding patterns in subsequent sequences. These calculations have
been performed for the aided as well as for the unaided group. The values given in figure 7 for a
particular partern sequence indicate, how often a classification was selected that was not in
agreement with the one made in the preceding sequence.
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Fig. 7: Individual classification inconsistency with and without aiding
(data from two groups of 6 Ss each).

Without aiding the individual inconsistency starts in the range of about 30 percent. During
subsequent training sequences some improvement can be observed with a tendency to level off
above 20 percent. The situation is markedly better when aiding is introduced. In this case
performance starts at a lower level of about 16 percent inconsistency. There seems to be a steady
stabilization effect during subsequent runs resulting in a classification inconsistency as low as 3
% for the Gth pattern sequence. Standard deviations, which are also given in this figure, indicate,
that this very low inconsistency level is stable among subjects.

Intelligent display congrol (McCandless 1986)

Along with the continuously increasing complexity of man machine systems it has long been
recognized, that operators can not be presented with all available information without suitable
filtering and integradon. Considerable effort has been made in order to reduce the amount of
information at the user interface by situation and task dependent filtering. In modem airliners,
¢.g., adaptation to particular phases of operasion is provided: only such information is presented
or activated in the cockpit which is necessary and useful during taxiing, take-off, cruising or
landing respectively. Another approach has been to facilitate information processing and flow by
the suitable integration and display of distributed pieces of information. So far little effort has
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been made, to dynamically adapt the interface to individual preferences and variations of
operators skills.

The connectionist model proposed by McCandless is designed to adaptively control the display
of icons, diagrams or windows. An adaptive observer monitors the system's state and provides
an intelligent organization of displayed information (fig.8). Inputs to the network are data
collected on system variables, which, after suitable statistical wreatment are fed to sensor units.
Sensor units discriminate three srates for each variable (increasing, decreasing, domant ). The
icon control units gather input from every sensor and from every other icon control unit. The
within level links provide competition for presentation among icons. The network units on the
icon control level pass their activation on to a set of diagram control units. This allows the
controller 1o identify and present currently important icons and diagrams to the user.

Figure 8. Basic control layout for intelligent display control (McCandless 1985).

Again, instead of extracting knowledge from an expert, the network automatcally and
continuously records the behaviour of an expert using the system in a particular situation. The
resulting activations of the network output units represent the importance of a pieces of
information needed for diagnosis. In general several units are competing with each other for the
use of limited screen control space.

In the course of operation the connectionist display controller learns about normal sequences of
system states which occur and about user/expert criteria for information coding and organisation
on the display. Currendy a version of this controller has been implemented as a control
mechanism for organising the icons and diagrams displayed in STEAMER, a system used to
train the operation of a steam propulsion plant ( Hollan et al. 1984 ). Operational experience has
not been reported yet.

The network described above is limited to interpreting the current importance of icons and
diagrams. It is however also possible to predict regularly occuring sequences of system states

34




~-y

g e MaB ol g e
~ e

iy =

Aa

R e an e

| e e

10

using an additional connectionist network. The predictor information may then be used to
provide the operator with advance information on future diagnostic tasks.

Adaptive training of a conmroller (Guez & Selinsky 1988)

Trainable adaptive controllers are a subset of process controllers where the design is done by
on-line teaching instead of off-line control theoretical computations. While in both application
examples presented above the adaptive observer was trained to learn discrete events, we now
address the continuous case. The basic idea however remains the same (fig.9): The adaptive
controller learns a suitable control strategy by observing a human teacher. After being sufficiently
well trained, the neural netwok can take over and duplicate the behaviour of the human. The
trainer may then be removed or he may remain standby as a monitor. Retraining and manual
takeover is possible at any time the operator wishes.

—

State Vanable Sensors

Figure 9: Trainable adaptive controller architecture

Currently this approach has been successfully tested for a cart-pole system (the network chosen
for the simulation has 2 hidden layers, 4 input neurons and 1 output ).The results show that the
system was able to learn and generate stable control from the examples generated by a human
teacher. This demonstrates that the control law could be identified without being explicitly stated.

5. Conclusions

This paper addressed different aspects of adaptivity in man machine systems. An architecture for
cooperate man machine systems for this purpose was outlined. Adaptive filters and neural
networks were mentioned as mechanisms to implement computer leaming. Three case studies
were presented, which demonstrated interactive visual pattern classification, intelligent display
control and adaptive controller training.
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From this it appears that the neural net approach could be an clegant solution to knowledge
acquisition tasks which currently still is a very serious and basically unsolved problem of rule
based expert systems. Here it is sufficient (o observe an experts behaviour instead of asking him
questions. Consequently there is no need to explicitly formulate a set of rules. There is no need
to explicitly update and modify of rules if tasks or situations have changed. After successful
training of a net the leamed knowledge resides in the linking weights of the neurons. From these
it is easy to see, which inputs were considered essential by an operator and which were
neglected.

From the reported studies it appears that adaptivity at the user interface can result in improved
individual decision consistency in pattern recogition tasks, can support diagnostic tasks by
providing suitable information display and can duplicate human manual control behaviour.
Further studies are needed to work out this approach in more detail and to test it in an operational
context.
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MULTI-MAN CREWSTATION DESIGN IN AN IKBS TECHNOLOGY
DEMONSTRATOR FOR THE ROYAL NAVY.

George Brander

Ministry of Defence, Procurement Executive
Admirally Ressarch Establishment
Portsdown, Portsmouth POS 4AA

Summary

A Technology Demonstrator Programme, in progress at the Admiralty Research
Establishment (Portsdown), aims to explok and expiore the benefits of intelligent knowledge-
based systems technology (IKBS) in the area of real-time Naval command and control. This paper
outiihes the features of the demonstrator and discusses the objectives of the programme,
together with some of the key issues arising.

introduction.

Over the past few years research effort at the Admiralty Research Establishment has been
examining the use of knowledge-based programming techniques in the domain of Naval command
and control. The research has produced a laboratory prototype which has successfully proven the
vaiidity of the technical concepts. The work now continues under a Technology Demonstrator
Programme, the purpose of which is to produce a sea-going demonstrator which can be trialled
and evaluated in an operational setting during the early 1980's.

Data Fusion.

The main thrust of the research to date has concentrated on the area of data fusion, that is
the compilation of a tactical picture which will present the command team with a concise, accurate
and comprehensible representation of the tactical siuation facing them.,

Today’s warships receive an ever increasing volume of information from a variety of sensors,
both organic and noh-organic, which must be assimilated, interpreted and assessed. In order to
achieve an understanding of the external world, it is necessary to detact, iocate, track and, if
possible, classify all the objects which might conceivably contribute to the tactical situation. This
impiles virtually every object within the sensor range or within the volume of interest of a single
warship or of a group of co-operating maritime units, which may be dispersed over a wide area of
ocean. information sources include plans and objectives, radio datalinks, acoustic and optical
devices, human observers providing intelligence data, as well as the more dynamic real-time
sensor information. The task of combining such disparate data types has proved to be beyond the
capabilities of conventional computing methods, yet it has remained the province of the aiready
overioaded human operator, even though it has to be undertaken within the very short timescales
dictated by the speed of modern warfare.

The technological solution selected for the data fusion demonstrator utilises a rule-based
approach to generate a hierarchy of hypotheses. This has been implemented using a blackboard
type of expert system architecture. Further rules are applied to select the "current best view”, that
is the most likely hypothesis, which is presented to the operator. Cormrelations not selected are
retained, however, in case any choicas shouid prove incomrect following the arrival of more data.
This method represents muitiple hypotheses at a low level but generates only one conclusion in
order to avoid confusing the operator with a combinatorial explosion of potential solutions. Shouid
this conclusion prove incorrect, i is possible to refer back to the lower levels to generate a new,
consistent solution. For tfurther details, see References 1 and 2.
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Situstion Assessment.

Although data fusion generates a representation of the tactical world, this representation is
essentially low level and further inferences are required to provide the information on which
decisions must be made. This extension is referred to as situation assessment, where the
emphasis is on providing an assessment of the impiications of the perceived world. Thus elements
of the tactical pictiire may be combined, for example, formations of hostile aircraft, in order to infer
the type and strength of a potential threat. At a higher level still, elements of an opponent’s tactical
plan may be identified which may be used to infer the missions of unknown units whose presence
in the tactical picture was previously unexplained.

Resource Allocation.

The next stage in the command and control process is the response to the percaeived tactical
situation. This is the reactive part of the system and Is referrad to as resource afiocation. This term is
rather imprecise, however, as the reaction may include the detachment of subordinate assets,
such as combat air patrol fighters to counter a long range air attack, as well as the immediate
response to the detection of a submarine launched torpedo at short range. Work is progressing on
this type of decision support facility in order demonstrate the capability of an intelfigent knowledge-
based systems approach to the whola range of command and control activities.

Human-Computer Interface.

In order 10 make the facilities described above available to the user, special purpose graphics
software has been developed to drive a high-resolution colour graphics terminal using the GKS
protocois. Muttiple logical windows can be created which allow the user to examine the different
levels of the system, including the blackboard data structure. There are two main types of window:
plan-view windows, which show a graphical view cf the tactical picture and text-windows, which
allow atphanumeric data on elements of, or cbjects within, the tactical picture to be examined.
Figure 1 shows an example of the human computer interface envisaged at this stage of system
davelopment. Manipulation of the display facilities is accomplished by means of a hierarchical menu

system.

in addition a range of explanation facifities has been developed (Reference 3). First there is
a textual window which displays the hypothesis conceming a selected object in the tactical picture,
as well as listing those hypothesas which support it at lower leveis and that which is supported by it
at a higher level. Next there is a textual justification which declares the specitic conditions which
have been applied and the particular parameters which support the conclusion being queried.
Finally there is a graphical representation of the hypothesis network connected to a selected
hypothesis, which quickly shows the user the evidence supporting an object in the fused picture.

Objectives and Probiems.

What then are the main objectives of this Technology Demonstrator Programme and what
are the issues and problems arising from them?

1. Does the technology work?

At the level of data fusion this s relatively straightforward. Does the tactical picture produced
by the data fusion system match or improve upon the tactical picture complied by more
conventional manual command teams in terms of speed and accuracy? Exercise analysis
techniques aiready exist to evaluate the performance of command teams by comparing their
perceived worid, as conlained within the ship's command system computer, with the evidence ot
what actually happened in the real world, as re-constructed from exercise plans and detailed

recordings.
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Evaluation of situation assessment and resource allocation functions bacomes more
subjective as these involve judgement and decision making on behalf of, or in conjunction with,
the expert user. indeed, because the system is dealing with heuristic knowledge, there is the
implication that there may be no formal proot that a given result or solution is correct. Naval
Exercises will provide the operational setting within which the demonstrator will be trialled and
current practice in these exercises invoives expert observers evaluating the performance of
human operators in realistic combat conditions, at sea. It is envisaged that a similar mechanism
should allow assessment of the demonstrator system responses.

2. What can we learn about how best to procure and exploit Intelligent
knowledge-based systems?

Methods of specification, validation and acceptance for real-time knowledge-based systems
are virtually non-gxistent. The demonstrator wiil provide a suitable environment to undertake initial
axperimentation info these topics. Many issues will be raised in the fieids of software engineering,
knowtedge engineering and knowledge-based systems technology. Our experiences in the
design, implementation and evaluation of the demonstrator will establish a solid framework on
which recommendations and procedures for the successful procurement of command systems for
the next generation of Royal Navy ships can be based.

There are many problems in the area of requirements specification for compiex systems, but
especially so for inteilligent knowledge-based systems. The sub-systams of the laboratory
prototype are based upon a technological model of command and control. The Naval authority
responsible for generating requirements for operational command and control systems, however,
utilise a user-oriented model. The several thousand functions produced by this latter method,
although they assume no allocation of function decisions or implementation solutions, do not
approach the level of detailed knowledge required by the designers of intelligent functions.
Current methods of requirements capture seem to identify expilicit steps and procedures but do
not readily represent the implicit knowledge and rules contained therein. it is precisely this implicit
knowledge that must be made explicit in the implementation of knowledge-based systems.

In addition, it may be argued a knowledge-based system cannot fully be specified except by
defining the entire rule-base. The implication is that a highly detailed specification of the rule-base
must be produced bafore the operational system can be procured.

Further problems are envisaged in the management of the rules and knowiedge contained
within intelligent knowledge-based systems. Should the operational user be allowed to tamper
with the knowledge-base or rule-base during the course of a mission i he leams new facts or
develops new inference rules? This may be technically possible with these new systems, but it
would mean that each system could be individually evolved. Who would then have the authority to
deciare the system acceptable? There would seem to be a requirement for a Naval Organisation to
develop, maintain and evaiuate developing knowledge and rules and to issue periodic updates to
these, in much the same way as Tactical Publications are developed and issued today.

Finally, the operational acceptance ot intelligent systems is a difficult issue. A knowledge-
based system couid be seen as being similar to human operator just out of basic training; needing
experience and on-the-job training to develop his skills. Would this imply a phased acceptance
procedure for these new systems, with assessment tests being applied over an increasingly
difficult range of test scenarios, until the system is judged satisfactory? The implications of sending
a "raw-recruit”, immature system to sea have not been addressed, even though experience with
current, conventional command systems suggests that certain types of deficiencies quickly
alienate the user to the extent that several years may pass before faith in the system is established.

40




——- A A

o e,

L

Page 4

3. How can the User Interface with such intelligent systems be
designed?

Little is known about the design of interfaces between experts and intelligent systems
operating on real-time information. 1ssues of confidence and trust become important because,
even though the system will allow the user to track ils reasoning processes and can provide
justification of ts conclusions, the timescales within which responses are required may proscribe
the full use of this explanation feature during the stress of combat.This implies that the user will
need to develop his confidence in the reasoning component of the machine under simulated or
exercise conditions, before he will be able to accept its recommeandations in more a realistic
setting. This process may be similar to the way in which military officers aiready develop trust and
contidence in their human colleagues based upon assessments of their refiability, judgement and
conviction during previously shared experiences.

In addition the user is likely to maintain his own internal mode! of the scenario and may have
information, not available to the system, which is vital to the assessment of the tactical picture. We
need to explore mechanisms by which the user can interact with the machine’s reasoning process
and override or enhance the evidence with his own endorsements or explanations. This is likefy to
be extremely difticult if, as suggested above, the speed of modem wartare does not permit the
user enough time to engage in a dialogue with the machine as to why he knows that object X is not
hostile when the machine thinks it is.

Problems in Crewstation Design.

in addition fo the issues discussed above there is considerable interest in the implications for
reduced manning resulting from this new technology. Manpower represents a large proportion of
the cost of a fighting ship, despite the ever increasing cost of ship systems. As systems become
more complex, training becomes both more critical and costly. Current Naval operations rcoms
employ between 20 and 40 personnel, depending upon the size and role of the ship. These
operators range from Able Seamen (Junior Rates) up to Senior Officers. Although they are divided
into small teams with specific responsiilities, such as sensor monitoring or weapon control, many
of these operators are engaged in activities which correspond to the proposed technical functions
of data fusion, situation assessment and rasource aliocation. Howevaer, these activities do not
occur in a neat sequential way, they occur continually and cyclically, in several locations and
dispersed amongst various operators. The introduction of new technology will effectively automate
some of the lower level functions performed by the more junior operators but, although this may
reduce the manpower required, it will also have considerable impact upon task design, team
organisation, training and career development. in addition, many of these operators have other
less operational jobs on-board such as ship husbandry, manning boat parties and damage control.

The problem of allocation of function between man and machine has been racognized but
has resisted rigorous solution for some thirty years. Job design and team organisation have
similarty made little progress. This is probably because these issues are not simply stages in the
design process but rather the design itself. The manipulation of trade-offs between conflicting
requirements must be seen in the context of the through-iife costs of the system and must
address the issues of additional training needs, recruitment and retention, job satisfaction and all
the other socio-technical concepts which lack rigorous methods and procadures.

Current command teams on-board ships often adopt flexible working procedures. When one
operator appears to be overioaded another may close up and reduce his load by taking over certain
functions. Teams are adjusted according 1o the duration and pace of particular tactical scenarios.
We do not, | believe have a sufficient understanding ot how this dynamic task allocation process
occurs and shouid devote more effort to developing techniques both to model R and to evaluate
the aitemative solutions.
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Conclusion.

The advent of knowledge based systems technology will offer considerable advantages in
the field of Naval command and control, although it raises, as was ever the case, significant
problems in its introduction. The technology demonstrator system under development at ARE
offers the opportunity to explore some of the fundamental issues raised by the technology. It is
hoped that the inherent flexibility of the technology, in the sense that it may enabie a “rapid
prototyping approach”, will allow new ideas to be introduced in an evolutionary way as experience
and feedback are gained from the use of the system in an operational environment.
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EXPERIENCES GLEANED bFRﬂl MISSION PLANNING

N R Milner agd 0 C Price
Flight Automation Research Laboratory
GEC Avionics Ltd
Airport Works, Rochester
Kent. ME1 2xXX
England

SUMMARY

The paper describes a ground based mission planning demonstrator system developed by
means of an IKBS workstation and discusses the evolution of the concept into an in-
flight planner. The concept of an Intelligent Displays Manager is then introduced
and the architecture of a model under development is described.

The relationships between Planner, Displays Manager and the man-machine interface
cast useful light on the problems and approaches inherent in realising an integrated
electronic crew member.

1 INTRODUCTION

Automated Mission Planning offers the potential for a greatly reduced pilot workload
and increases in the effectiveness of an aircraft. Intuitively, people will probably
agree with this; however, detailed knowledge of the structure of Mission Plans
allows support in another area. An Expert System with information on Mission Plans
is a cornerstone of the future interaction between crew members and the electronic
cockpit.

The Flight Automation Research Laboratory, FARL, of GEC Avionics have looked at
Expert Systems both in Automated Mission Planning and in crew-to-cockpit
interfacing. The Expert Systems are both workstation based prototypes or
demonstrators, but they show the feasibility. of both concepts. This paper will
briefly describe our work in this area, then it looks at the next step forward; in-
cockpit Expert Systems.

2 MISSION PLANNING

The Mission Planning work concentrates on one area; that of Long Range Ground
Interdiction. This area can be considered in many different ways depending upon
ones viewpoint. That is, Mission Planning requires expertise from many different
areas. A list of possible experts for Long Range Ground Interdiction follows:

0 Threat avoidance 0 Tactics for several aircraft
0 Stealth 0 Tatics for weapons delivery
0 Waypoint selection 0 Navigation

2.1 Route Planning

Flight Planning, in the context of this work, is related to a pilot selecting a
route to a target on a Long Range Ground Interdiction mission. It is essentially a
Route Planning task, and it is a current NATO constraint that only 20 minutes are
allocated for this planning task.

The pilot selects a route from his home airfield; across friendly territory, over
the Forward Edge of Battle Area, FEBA; through hostile areas to the target. The
route then returns him over hostije territory; through friendly areas to a suitable
airfield. Each area of this route requires a pilot to plan in a different way, that
is, to use different expertise. The expertise can be divided into three areas: pre
FEBA; between the IP and target and the remaining route over hostile territory.

Note The opinions in this paper are those of the authars and do not necessariiy represent those of

GEC Avionics Ltd.
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The route from the airfield to the target starts behind friendly territory and the
g;I:t selects a safe air corridor and flies from the airfield until he crosses the
BA.

when over the FEBA the aircraft flies a route between preselected landmarks called
waypoints. The waypoints are selected to provide a route that skirts around
threatened areas and minimises the chances of detection. The plan should also
provide a pilot with a route within his fuel and time 1imits!

Pilots use a point some 45 - 60 seconds before the target called a Target Initial
point or IP. This is used to provide an accurate run-in to the target in terms of
track and time. To achieve this pilots often overfly the IP. The route from the [P
to the target is straight and is often planned separately from the rest of the
route, This planning uses a larger scale map and much more detailed information
about landmarks in the vicinity of the target.

2.2 GEC Avionics' Route Planning Demonstrator

The Route Planning Aid Demonstrator, RPA, has concentrated on expertise in one of
the three areas of the route; the route over hostile territory. The RPA plans
routes from the FEBA to the IP, the return journey requires identical expertise.

The RPA selects visible waypoints that minimise the exposure to known threats in the
area. It uses the same skills as a navigator, or pilot would in selecting the
route,

The Route Planning Problem was split into two different expert systems. A Feature
Extraction Expert and a Route Planning Expert.

Although experts for planning have been investigated in many
different areas, planning is a word with very diverse meanings and it was not
possible to apply any existing planning techniques to this application.

As a demonstrator the Route Planning Expert shows the powerful capabilities of
relatively simple rule bases. The experts are composed of four sets of rules:
Ha¥pcint Selection Rules, Search Control Rules, Selection Rules and Evaluation
Rules.

The RPA expert system is best described by a diagrammatic representation.

Search Rules. The search strategy uses diamond shaped search areas based on two
points. Initially the FEBA exit point and the IP (see fig 1).

The search strategy is recursive. The breakdown of the problem after the first
recursion can be seen by the three search diamonds in fig 1. The large diamond
shows the first search area and the two smaller diamonds the two next areas to be
searched.

Threat avoidance can be accomplished at the search level by modifying the search
diamond to avoid threats, see fig 2. At this stage the features are selected by the
Selection Rules.

Selection Rules. The Selection Rules are applied to the features returned by the
Search Rules. This ruleset is also responsible for threat avoidance and rejects any
features lying in a threatened area; features A and B in fig 1. [t then applies
further rules to select the best of the remaining features.

Evaluation Rules. The final set of rules within the RPA are the Evaluation Rules,
These are the primitives of the RPA expert system and are used to “classify" the
features. These classifications are then used by the Selection Rules to select the
best feature and to determine whether a feature lies in a chreatened area.

Waypoint Selection Rules. The Feature Extraction Expert is an off-line program that
extracts Flight Planning features from a digital map database. The Feature
Extraction expert is resonsible for applying the Waypoint Selection Rules. This
information is then used as an Information Base by the Route Planning Expert. This
provides a very valuable way of pre-compiling information required by the RPA.
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After using the capabilitites of a Texas Instruments workstation to construct the
solution and develop a thorough understanding of the problem domain, the RPA was
successfuly re-implemented in Pascal on an IBM-PC. This demonstrated the feasibilty
of a Jow cost solution that is both smaller and faster than the LISP implementation.

3 MISSION PLANS IN THE CREW TO ELECTRONIC COCKPIT INTERFACE

Intelligent Displays Management is the second area of in-cockpit IKBS that FARL have
addressed. This work has been carried out with the support of the Procurement
Executive, Ministry of Defence.

Even with the amount of avionic equipment {in current aircraft, pilots have
difficulty coping with all the information. Their effectiveness as pilats and
controllers of the aircraft can be increased if some intelligence is used to present
the {informatfon to the pilet. One method, already mentioned, 1is to provide
intelligent systems within the afrcraft . The second area is 1in Intelligent
Displays Management.

An Intelligent Displays Manager can be considered as a filter to prevent the pilot
being overwhelmed with uneccessary information. This is increasingly important in
both civil and military applications. A familiar example is in system failures
where cascaded errors tend to drown a pilot in information. Knowledge of the
Mission Plan, required to filter information, can be used to anticipate a pilots
requests and needs. This will allow a future Intelligent Cockpit to reconfigure
displays and represent information in a more appropriate manner. The limitations of
qen?nl gisplay formats will be removed and a whole new generation of displays can
be introduced.

Equally important is the intelligent control of user inputs. Here an Intelligent
Displays Manager can provide context sensitive controls over the interpretation of
pilot inputs, This can be useful in understanding the meaning of a single button on
the joystick, providing flexible softkeys or in assisting in the interpretation of
Direct Voice Input, DVI.

3.1 Inteiligent Displays Management

For an Intelligent Oisplays Manager to be effective it must be able to model a
pilots mind! More precisely it must have the same knowledge of mission plans as a
pilot, eg "a waypoint is approaching so I will shortly be changing track".

In addition to the knowledge of Mission Plans the Intelligent Displays Manager must
have knowledge of what displayed information a pilot requires in each mission phase.
Other in-cockpit expert systems are similar; requiring knowledge of the the Mission
Plan and further domain specific knowledge. Fig 3 shows an expert system
architecture for a family of expert systems based on this approach.

The Protoype Intelligent Displays Manager is constructed with two experts. A
Displays Expert and and a State Expert. These can, in turn, be broken down further,
The State Expert is composed of the following components:

Mission Expert - producing the global aircraft position in re’ation to the Mission
Plan and Goals.

Threat Expert - simplified in our Prototype, but consists of components for
Situation Assessment and Threat Response Tactics.

Afrcraft State Expert - the orientation of the aircraft and health of the aircraft
systems,

In normal flying the Mission Expert provides most of the =apabilities of the State
Expert, but when the afrcraft is threatened or has system failures -the other experts
contribute.

4. IN-COCKPIT MISSION PLANNING

In moving from demonstrators to in-cockpit systems a difficulty is the limits on the
Man Machine Interface, MMI.
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The work on Route Planning has shown us the importance of the MMI and the need to
model and develop the user interface as early as possible. The physical interface
has a crucial fmpact on how an Expert System is used. This should be modelled
before the Expert System and continually developed hand-in-hand with the Expert
System,

When looking at our Route Planning Aid Expert System we noticed the dual role it
performs. This is also true of many other Expert Systems. The dual role is that of
an advisor and an Inline Autonomous Expert. An Autonomous Expert System produces
results that a pilot is informed of eg "Your route has been replanned, follow this
track*. This 1s in the current domain of problems we are familiar with; explaining
an expert's Decisons. An advisor requires a more sophisticated interface. Ideally,
it should respond to a pilots "what ifs?" in the same way as a co-pilot or navigator
would. For example:

Pilot: what if we save time by flying through this storm cloud ?

Navigator: We will make up all our lost time, and we won't use up
any excess fuel.

It is the exchange of ideas and knowledge along these lines that prevents us with
the most exciting challenge.

5 IN-COCKPIT DISPLAYS MANAGEMENT

One of the most interesting things to come from the work on the Prototype
Intelligent Displays Manager is the partially symbiotic relationship between Expert
Systems such as Mission or Route Planners and an Intelligent Display Manager.

On the one hand, in-cockpit Expert Systems raise the level of caommunication from
simple data presentation and selection to the exchange of ideas, or knowledge. It
is extremely difficult to communicate this high order information, particularily in
the high stress and tight real time conditions of an aircraft cockpit. One way to
tackle this is with an Intelligent Displays Manager.

On the ather hand, an Intelligent Displays Manager regquires information about the
state of the pilot's mind. This requires inputs from other experts such as Situation
Asssors and Mission Planners. It is these same experts that were referred to in
section 2, where it was mentioned that their capabilities could be used to reduce a
pilots workload.

If we are going to have Expert Systems in the cockpit then we need an Inteiligent
Displays Manager to make communication possible.

6 DISCUSSION PROVOCATION

We have described two necessary elements of the electronic crew member. We wish to
put to you questions which it seems to us need to be addressed when we come to their
integration into a cohesive man-machine interactive system.

Can we design the method of interaction such that the EC can infer pilot intentions
while at the same time reducing interaction workload?

The knowledge and intention exchanges between pilot ang EC are going to represent a
link of which we have to demand the highest integrity. Do we know how to implement
cross-monitoring and reversion strategies?
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Voice Input/Output Applications in Helicopter-Cockpits
R. Schénbein, R. Haller

Fraunhofer-Institut fur Informations- und Datenverarbeitung (I'TB)
Sebastian-Kneipp-Stra3e 12-14, D-7500 Karlsruhe 1, FRG

Summary

The workload of helicopter pilots can be characterized by high visual demands and
two continually busy hands. Analyzing the situation, some very critical tasks can be
found (especially in helicopters with only one pilot), where additional input facilities
and information channels are needed. It was experimentally tested in a helicopter
simulator which improvements can be achieved by integrating voice input, voice
output and speechfiling systems. Tasks like frequency selection for communication
channels, voice output for checklists and emergency procedures and speechfiling of
flightplans, weather data and pilots’ notes were selected. Recognition results as well
as subjective evaluations show that the voice channel is a valuable addition to
existing communication forms, especially for helicopters with only one pilot. An
integration of voice systems with high acceptability, however, needs further
improvements of existing technology, which partially can be achieved by using more
“intelligent” structures and procedures. Therefore the results are discussed under
special consideration of the improvements achieveable by adding ~artificial
intelligence (Al)” to the system.

1. Introduction

Workload in madern military aircrafts in critical phases often exceeds the pilots
capacity. Critical phases are those, where competitive manual and visual actigns
are required, like landing approaches or air-to-ground missions. This is even
more important in helicopters, because the control of additional degrees of
freedom requires the continuous use of both hands in phases of take-off,
landing or low level flying /1-4/. A possible salution is to shift some tasks to the
voice channel. The essential points for cockpit applications of voice input/output
(voice i/o) are:

¢ the possibility for simuitaneous activity in manual and visual area,
e the voice characteristic as a natural, highly trained communication form, and
e the small amount of required instrumental area.

2. Experiments with voice input/output

Three functional areas for 'ces’tin?f voice input/output were selected in
accordance with the Heeresfliegerwatfenschule Buckeburg /5/:

e frequency selection by voice input,
e voice controlled voice output for checklists and emergency procedures, and
e speech filing for flightplans, weather data or pilots’ notes.
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The experimental system has been tested in a helicopter simulator. Noise back-
?roun , movements and missions are equivalent to real flight tasks. The simu-
ator serves for instrumental flight training. Visual flight simulation is not possi-
ble. In addition to the simulator experiments, voice i/0 has been tested in a real
helicopter, ready to start on airfield.

2.1 Frequency selection by voice input

Actual frequency selection in helicopters is done by turning rotary switches at
the middle console for each digit (or digit group). Switching attention to this
console combined with the pilots movement may lead to critical flight situations.
Therefore frequency selection by voice input could improve pilots’ safety. Instead
of setting digits for a specified frequency the pilot has to speak the name of the
radio station. These names often are easier to remember than the corresponding
frequencies. (Manual frequency adjustment by switches as a backup solution is
possible, too.) -
Ei%ht pilots took part in the experiments. Each pilot had to set up 92 frequencies.
When the system rejects the input or shows a recognition error, pilots had order
to repeat the utterance once. Tabie 1 shows the recognition rate mean values.
Frequency selection by voice was evaluated to be very positive and a realization
would be welcomed by the pilots.

Recognition rate
mean values
in%

correctly

rejected
recognized

utterances

recognition
errors

inquiet
environment 94.7 21 3.2
~ 58 db(A) .

with

helicopter 929 5.2 4
noise

with helicopter noise
and 90.2 8.1 1.7
flight mission

on airﬂgid 92.4 38 38
(only 1 pilot)

Table 1

One problem, however, is the number of recognition errors, which is not
tremendously high, but must be handled by the pilot in such a way that his
workload usually is decreased by using voice, but highly increased in the case of
rejection or substitution of commands.

2.2 Voice controlled voice autput for checklists and emergency procedures

Checklists and emergency procedures in helicopters are available in small book-
lets. They must be processed in the given sequence. Especiaily for emergency
procedures during flight mission manual handling of the booklet increases the
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actual danger. Using voice controlled voice output for checklists and emergency
procedures can avoid this.

Five emer?‘ency procedures and six checklists were selected for the test. By
sﬁeaking the name of the emergency procedure or checklist the procedure or
checklist is selected and reported back by voice output (see Table 2). Using the
voice commands "Okay”, "Affirm”, “Last item” or "Go back” the pilots could
control the voice output.

Pilot System

Main generator failure
Main generator failure

Okay Circuit breakers -
check in
Okay
Main generator reset -
thenon
Table 2

After the tests pilots rated the realizing of voice controlled voice output
positively for this application. A "ready for use” installation yet must allow a
more flexible handling of the sequential procedures, e.g. the confirmation of
each checklist point should be avoided. Also some switches are located close
together and when reading a written checklist, pilots group items and control
the corresponding switches all together. Such an adaptation of checklists text
and procedure is required.

2.3 Speech filing for flight plans, weather data and pilots' notes

At present pilots use a writing pad, which is fixed at their upper thigh, to record
via radio transmission ordered frequencies, headings, hei?hts, speeds, air
pressures etc. or to record observed targets data . Handling of this writing pad
may result in critical flight situations. Using audio tapes to record and replay the
notes is not adequate ?mechanical faults, only sequential handling). Therefore a
RAM-storage device for voice recording was tested. Three different storage areas
for altogether three minutes of speech were available in the experiments.
Recording is started by voice command. The commands “Speicher Alpha”, "Spei-
cher Bravo” and “Speicher Charlie” select the corresponding storage and the
following message is stored until the pilot releases the microphone button. By
the voice commands "Notiz Alpha”, “Notiz Bravo” and "Notiz Charlie” the stor-
ed speech is replayed. A repeated use of the storinng command deletes the
previously stored note.

Handling of the “voice note system” has been shown as easy but pilots need time
to get accustomed with it. The "voice notebook” has been used for storing the
always necessary repetition of radio messages or short keywords as a reminder
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for some later examination. Even with the offered three different storage areas,
the sequentiall recall of stored information was sometimes boring for the pilots,
because they were only interested in the stored weather data but not in
frequency, fh?htplan or ather stored data.

A moare “intelligent” system would be able to digitize the incoming notes and to
parse them in accordance to certain keywords . Weather data may be divided
into wind heading, -speed etc., clearances for the further flight pat¥\es could be
divided similarly. The system may then store the data in special storage areas,
which are replayed via voice output, if the pilot uses the corresponding
commands {"windheading”, etc.).

3. QOrganizational aspects of interactions using voice input/output

Besides the overall positively evaluated use of voice input as well as voice output
in the helicopter simulator necessary improvements for reaching a stage of
practical applicability were indicated. -

The "problem areas” indicated are:

¢ error handling in voice input
e flexibility in logical structure of interaction
® adaptation to situational context

3.1 Error handling

Nowadays voice recognition systems evaluate voice utterances without any
reference to previously spoken commands. For example, the substitution
between "Miinchen Tower” and “Minden Tower” could be avoided, if the
em were connected with other helicopter components and therefore knew
the helicopter's actual position. With additional knowledge about frequency
ranges and competences the system would be aware that contacting “Miinchen
Tower” would be neither possible nor useful in a position near Minden. A
knowiedge base abaut pilots' last actions as well as available fli?ht data can
improve voice input to speech understanding. As a first step a fiexible syntax and
asemantic net of the used vocabulary could improve voice recognition results-

3.2 Flexibili

The coordination of simultaneous tasks, e.g. with both hands, is highly trained.
The voice channel for radio commands is treated totally independent. When
including voice ifo as normal communication channel, on the one hand the pilots
must be aware of the lagical structure of the interactions (priorities, state-
transactions) and on the other hand the flexibility must not be reduced
In the experimental system an additional knob located an the control stick was
used for activating voice control to separate from radio communication. By

ressing this button a passibly active voice output was stopped.

is selection of priorities may not be adequate for some situations where a

mors gexible switching between emergency procedures and radio channels is
needed. :
For more flexible structures of interaction forms a rule base is necessary which
can decide on situational context which priorities are adequate.
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3.3 Situational context

A received radio message always has to be repeated by the pilot. Speech filing
(improved by word parsing) could be activated automatically when the pilot
starts the repetition. Another example where situational knowledge can be used
was given above for error reduction in voice reco?nition‘ Even for handling
emergency procedures knowledge about the actual flight situation can be used
to shorten the procedure, speed up or slow down voice output or acceptabie
pilots' reaction times.

4. Conclusion

Voice i/o has been shown to be a valuable addition to man-machine
communication in helicopter applications. For development of a "ready to use”-
system certain problems have to be solved. Some ideas have been presented how
more “intelligent” systems including knowledge concerning the actual
helicopter situation, helicopter construction data, dialogue history and special
knowledge, e.g. about frequencies can improve overall system behaviour.
Supported by this knowledge voice i/o could be integrated in helicopters and
would be a contribution for pilots’ safety.
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THE NEED POR PROTOTYPING IN THE DEVELOPMENT
OF FUTURE COCKPITS

A.J.HULME
Systems Engineering, British Aerospace PLC,
Richmond Rd, Kingston-upon-Thames, Surrey.

INTRODUCTION

It is recognised that the fighter pilot of today is overlosded in the
amount, complexity and diversity of information he has to assimilate and
act upon, often under critical time constraints. He acts as an integrator
of information from the separate aircraft systems to build mental pictures
of the state of his aircraft and the tactical situation. The addition of
more inputs from sensors, tactical communication 1links and greater
sophistication of weapons and other systems, threatens to overvhela the
pilot.

There is much publicity about the potential advantages offered by new
cockpit technologies providing ‘virtual’ or ‘panoramic’ displays. The
suggestion is that these will improve the pilot’s situation avareness, or
perhaps more accurately his perception of his situation. An improvement in
the pilot’s perceptual tasks will not necessarily lead to an improvement in
the pilot's cognitive task loading. It is believed that the form of
display medium is of only minor significance, vhen compared to the
automation strategies adopted in the design of the avionic gystem. It is
possible that an increase in the sophistication of the system may actually
make matters vorse for the pilot in terms of the imposed cognitive load.
This is why the approach taken must properly address the question of
automation and the provision of a flexible allocation of function.

54




IR WA R . o)

- — - g ————

e~~~

.

#_,,__.__ -

P

B

Page 2

Furthermore, to suggest that improvements in the pilot’s situation
avareness vill be dependent on new display technology, is to ignore the
possibility of updating not only the aircraft currently in service but
those expected in the next 5 - 10 years, vhich will not be able to benefit
from such technologies. There are potentially many improvements that could
be made vithout completely gutting and refitting the cockpit.

In both the short and long term therefore, effort needs to be directed
tovards avionic system design driven by the actual needs of the pilot. The
emphasis should be on ensuring that the pilot is provided with the right
information, in the right form, at the right time, and that the right tasks
are automated. ’

APPROACE

A three pronged approach is vequired. Ve must first get a framework
for the identification of pilot needs. Liaison with experienced pilots
should provide the necessary first step. At this stage it is important
that discussions centre upon specific missions and specific classes of
problems experienced by aircrev, so that effort can be directed towards
specific problem areas. It vould be all too easy to embark upon a lengthy
programme of work to automate functions for which there are obvious
engineering solutions but vhich do not really help the pilot.

In parallel to this we must develop a metric of situation awareness,
so that prospective improvements can be objectively assessed. It will be
noted that whilst the requirement to maintain avareness of the changing
situation has become a major design objective (Taylor, 1987) a universal
definition of what situation assessment is, let alone a validated metric,
does not yet exist. Nonetheless progress is being made, and wvithin the
near future such metrics should be in use at a number of establishments.
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But perhaps the most important aspect for the future, is the emerging
vorkstation technology being provided by the likes of SUN, SYMBOLICS,
SILICON GRAPHICS and TEXAS INSTRUMENTS. The impact of these will be
considerable, since the time cycle for creating prototypes of quite complex
systems is of an order shorter than with the previous generation of
equipment. Moreover the time taken to implement or amend control
relationships or complex display suites can be very rapid indeed. As a
consequence the emphasis can move away from some of the more esoteric
modelling activities associated with predicting pilot performance, and
concentrate upon a more pragmatic approach whereby the efficacy of a number
of potential control and display strategies can be quickly ascertained.

Thus the approach must be one in which the central activity is geared
to the generation of a series of prototypes, driven by a set of goals
derived from current problems, and supported by evaluation using a suitable
metric of situation awareness.

PROBLEMS WITH AUTOMATION

The provision of a flexible automation strategy has long been
recognised as an important goal for system designers, most recently
referred to by Lind (1988). The potential benefits are obvious. In times
of high stress the pilot should be able to sit back and let the system
handle the majority of the functions, leaving him time to make effective
executive decisions. At other times he should have access to whatever
level of control he feels to be appropriate. The latter is important if a
loss of pilot skill is to be avoided and if he is to develop a thorough
understanding of the system and to have a high degree of confidence in it.
Prototyping vill allow the exploration of such strategies.

Whilst the identification of current pilot problems provides an
important starting point, real progress can only come from pilot
interaction with a system in a real time environment. 1In this respect
prototyping satisfies a number of objectives. It enables one to test
control strategies and improve them, it helps to ellicit information on
less obvious pilot skills suitable for support by automation and it helps
to identify new automation requirements.
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PROTOTYPE DEVELOPMENT

The major problem facing someone hoping to develop a prototype of a
modern avionics system and the environment in which it and the aircraft
will operate, is the complexity of the situation. A method for overcoming
the more onerous time consuming aspects of this {s currently wunder
investigation., Figure 1 summarizes a potential configuration.

AR SIS
WORKSTATION 1
(ST

SCENARIO AVIONIC SYSTEMS
SIMULATION SIMULATION
+ CONTROL + CONTROL

SRR

COCKPIT MANAGER EMULATOR

MANIPULATION
RULES

——

¥

ROUTE/ ACTION EVALUATION

] L
INFORM RECOMMEND IMPLEMENT

PILOT

Figure 1. Proposed Prototype Configuration
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Such a system would have three functional areas; one providing a basic
simulation of a mission scenario and of a very elementary avionic system,
one providing a reconfigurable cockpit and the third providing a Cockpit
Manager Emulator. The concept is that a pilot flies a mission from a
simple cockpit, vhilst behind the scenes an operator (or possibly a team of
'experts’) manipulate the scenario from another workstation. A series of
manipulation rules associated with each class of parameter being changed,
helps the operator to get an appreciation of hovw the parameter might be
interpreted by the avionics system at a particular range or in a particular
jamming environment.

He is then in a position to evaluate the potential of a variety of
routes or other actions, based upon either a knowledge of vhat is actually
happening or of what is perceived to be happening by the avionic systems.
The operator then judges from the situation the importance of this
particular piece of information and decides whether the pilot should be
informed, or if some action should be taken. For example, it could be of
lov priority and hence for ‘information only’. Alternatively, he could
decide that a particular course of action should be recommended to the
pilot. Pinally he may decide that the time available is such that the
¢ckpit manager should take over and merely advise the pilot of the action
taken.

Alternatively, the operator can respond either to demands made by the
pilot of his cockpit manager or by observing the pilot’s current situation,
and then by following the procedure outlined above (ie inform, recommend or
implement).

The prototyping activity thus concentrates upon identifying the
decisions and actions to be made by the pilot and upon the decisions and
actions that could bé taken by the avionic system. Vhilst a significant
effort will be required to provide the cockpit facility, this could no
longer be regarded as the core of the system. This nov shifts to the
development of the Cockpit Manager Emulator, and rules and information
ellicited during its development.
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CONCLUSION

It is expected that this type of prototyping activity will yield
important information as to the efficacy of a variety of proposed
automation strategies and also of types of interfaces that will be required
and of the sort of skills that will be required to operate such systems.
It is believed that more will be learnt from the development of the Cockpit
Manager Emulator than will emerge from developments of the reconfigurable
cockpit. The exercise will be an important stage in the generation of
future requirements for avionic system design.
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Validating On-Line Models of Activity Patterns:
Getting ﬁcgines to Meet Uperator Needs for Support

Walter D. Seward
Gerald P, Chubb
SofTech, Inc.
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Fafrborn, OH 45324 USA

Summary

Rapid coordination of activities requires efficient communication of information,
requiring a prediction and validation of assumed versus actual information needs.
The problem is to predict what will be needed next in supporting a dynamically
fluctuating task stream. This is a scheduling problem not only faced by pilots
but by designers of real-time operating systems software. Techniques being
developed to control resources in multi-processor distributed avionics systems
appear useful for modeling pilot task management strategies and decision making.
Proposed strategies for resource allocation and load alleviation are presented,
along with the measures used to evaluate performance. Information analysis and
representation methods are reviewed as ways to capture task demands in terms of
implied resource requirements. Limitations in these techniques for building and
validating models congruent with pilot's perceptions of the afr battle situation
are addressed. This paper also reviews how metrics, criteria conflicts, and
performance prediction methods are used in computer science, proposing suitable
analogs that might be used to monitor, measure, and predict pilot performance
on-line. Development of such modeling and validation methods is essential for
tiexgert :{Stems to anticipate and adapt intelligently to changing pilot needs for
nformation.

1. INTRODUCTION

Artificial intelligence (AI) embedded in an expert system (ES) can provide a
pilot's associate or electronics crewmember (EC) of varying utility. To be most
useful, the EC must anticipate the pilot's need for help, presenting only what is
useful and only when needed. That requires predictive anticipation of pilot
actions. To anticipate what comes next, the EC will need to model and predict
the pilot's behavior. To predict accurately, the EC must validate fits model of
the pilot on-line and adapt accordingly.

1.1 The Validation Problem

The psychological theory of tests and measurements proposes three basic kinds of
validity: context, construct, and criterion, Context validity deals with
whether sample test items cover the phenomenon under test. Construct validity
checks for consistency between the phenomenon tested and the character of the
test items. Criterfon-related validity compares test-based predictions against
observed, measured behavior. Criterion validity suffers if measures are not
reliable or 1if construct and context validity are weak. In all cases, the
measure used to quantify the degree of validity is the Pearson product moment
correlation coefficient, or in some cases, its non-parametric counterparts (e.g.,
Spearman Rho).

These methods fall short on two counts: (1) they are globa) measures, and (2)
they require ordinal or interval measures of all variables. Validation of
operator activities in an on-line, dynamic environment requires a new approach:
one more sensitive to discrete variables and nearly continuous monitoring of
selected variables to detect almost instantaneously certain critical changes in
state (of the environment, the system, and the operator). Moreover, these
validation methods need to be robust and insensitive to certain kinds of missing
data. Not everything the pilot does will be measurable. Models of cognitive
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processes are on1y. indirectly testable in terms of observable behavioral
ggnseqnllences, since the processes themselves are inherently non-observable
rectly.

1.2 An Analogy: Multitask Operating Systems (MTOS) and Distributed Systems

Software for computers embedded in advanced aircraft avionics systems have an
exacutive. The executive software that controls these airborne computers must
handle the scheduling, resource allocation, and management functions that service
unpredictable inputs and produce required outputs within specified time frames.
Many of the performance requirements imposed on real-time executives or operating
systems in distributed, multi-task processing environments are similar to the
requirements pilots face as cockpit managers. (Chubb, et al, 1987.) Moreover, Al
concepts (such as daemons) were first implemented in operating system software.

Real-time computing systems are systems which must interact with their
enviromment under precise timing constraints. The timing constraints require
that the system recognize an external event, perform required computational
tasks, and emit data or control signals within sufficient time to affect the
environment. The tasks which characterize embedded real-time computer systems
applications can be categorized as follows: (1) hard real-time tasks which must
complete each processing request within a specified deadline or a catastrophic
system failure will occur; (2) soft real-time tasks which do not cause a
catastrophic system failure if their deadlines are not met, but the vaiue of the
results decrease as a function of the time after the deadline; and (3) tasks
wh'lcrlu a;e not time-critical and therefore do not have an associated deadline for
completion.

A hard real-time system is a system that contains any hard real-time task.
Examples of hard real-time systems include digital avionics, industrial process
control, command and control, and flight control systems. The system executive
js responsible for allocating available system resources (semsors, processors,
actuators) such that all hard real-time tasks meet their deadlines; the
degradation of overall system is minimized by failure of soft real-time tasks to
meet their deadlines; and maximize the value of the non time-critical tasks
completed, The executive must also satisfy all sequencing requirements of the
task set and develop a schedule for each resource even when not all tasks are
known a priori. Typically, the resources available are very scarce; satisfactory
allocation solutions are not easily attainable; and reallocation must frequently
consider concurrent actions by many of the system elements to complete the
required processing.

1.3 Relevance: MTQS Behavior Analysis Methods

Task scheduling has been studied extensively for both computer and operations
research applications. (Casavant and Kuhl, 1988; Cheng, et al, 1987; French,
1986.) Ti basic concepts of resource allocation transcend the specific
application. However, the specifics of task scheduling environments dictate the
particular techniques which have the most direct application. Comprehensive
summaries of different facets of task scheduling as related to computer systems
fnclm;le distributed processor scheduling of hard real-time tasks. (Cheng, et al,
1987.

The allocation of resources in most application environments is a computationally
intensive process. Many such problems are in fact NP-complete. (Papadimitriou
and Steiglitz, 1982.) The more complex the system (in terms of numbers of
resources to be allocated), interdependence of tasks, and operational performance
constraints, the more difficult the scheduling problem. Invariably there arises
a conflict in terms of resource availability and the stated system performance
metrics, which further increases the complexity of the problem. Furthermore, the
performance metrics used often represent conflicting goals and their relative
importance s application dependent.
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The performance of a task scheduling algorithm for hard real-time systems must be
evaluated not only in terms of satisfaction of precedence and timing constraints,
but also 1in terms of the degree to which the schedule enhances the
fault-tolerance of the system's architecture and the use of the system's
resources. For example, an algorithm which tends to schedule successor tasks on
processors different from the predecessor task may needlessly increase the load
on the shared system communication mechanism and at the same time decrease the
system's relfability by adding another potential failure point for that task set.
The confliict between the distribution of tasks among the processors in order to
achieve a balanced load at the expense of increased communications load must also
be resolved in light of the system's relfability.

1.4 Limitations of the Analogy and Reasonable Expectations

The design and impliementation of verifiable scheduling algorithms for real-time
distributed systems is a topic of extensive on-going research which has yet to be
satisfactorily solved. Yet successful development of an electronic crewmember
depends upon validatfon of the pilot model and must be addressed. Avionics
software also requires verification and validation prior to deloyment.

Because there seems to be a close correspondence between human cognitive proces-

ses and MTOS design, the procedures and techniques used to verify and validate

such software may provide insight on possible techniques for on-line validation

of pilot models. The concept is to model human cognition as if it were an MTOS

::: t:len examine how that model might be validated from on-line monitoring of
avior.

2. THE CHARACTER OF THE COGNITIVE MODEL VALIDATION PROBLEM

Imagine a computer like the Digital Equipment Corporation (DEC) model PDP-11.
This computer could be used many ways. It has been used in a variety of
real-time applications.

There were two commonly available operating systems for this machine: RT-11 and
RSX~-11., Either could control the machine and handle real-time processing.
However, internally they were designed differently and therefore behaved differ-
ently inside the PDP-11. However, casua) observation of the external behavior of
the PDP-11 would rarely reveal whether RT-11 or RSX-1l was in control.

The analogy to the pilot is quite simple. Each pilot comes with the same
anatomical design, but each individual has similar but different cognitive
processing behaviors (one's own MTOS) that have been learned. From observed
behavior, one can sometimes infer that there must be a difference between
cognitive processing used by one individual versus another, but reasons for the
differences cannot be experimentally confirmed. One cannot directly manipulate
the cognitive processes but only the inputs to those processes.

Moregver, it is not possible to ascertain from simple stimulus response analysis
the situation perceived by the human operator at a given instance of time; and
yet, this asséssment of the situation is a critical element of an EC and the
associated pilot model, as will be discussed in section 3.

Consequently, studying cognitive behavior from the perspective of stimulus
response psychology will not uncover the underlying cognitive processes anymore
than studying computer inputs and outputs will reveal MTOS design. Also, perfect
knowledge of neurcanatomy fs no more useful than knowing the hardware design of
the PDP-11. Such circuit information cannot reveal th: design differences
between RT-11 and RSX-11.

On the other hand, because we know the design differences between RT-11 and
RSX-11, it s possible to analyze their behavior differences and postulate where
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their respective behaviors will be distinctly different versus indistinguishable.
By analogy, postulating various MTOS designs as hypothetical constructs of
cognitive processing, one has a basfs for postulating testable differences in
human behavior,

By progressive refinement and testing, one may then find a suitable set of MTOS
models which behave equivalent to human(s). That does not mean humans in fact
operate as the MTOS suggests. It only means the EC can use a model that is
equivalent in the context of interest: predicting what pilots may do next. It
is unlikely that one model will fit all situations. For example, in some situa-
tions the individual might behave more Tike RT-11 and in other cases more like
RSX-11. Then the EC needs on-line tests that will discern the situation and
switch to the most appropriate model.

3. CLASSES OF MODELS: LAYERING

Actually, three classes of dynamic models are required and they assume a fourth
static model. First, there has to be a model of the environment. This consti-
tutes a situation awareness model. Second, there needs to be a set of procedural
models describing executable activities. Third, there needs to be the MTOS
mode]l. This model buffers the events generated by the actual environment,
updates the situation awareness model, and on the basis of reasonable inferences
alters the scheduling and implementation of executable activities. The fourth
model is the intent structure or knowledge base that is drawn upon by MTOS to
bridge the gap between situational awareness and the selection of appropriate
procedures.

From these, one can generate a fifth model: the data describing actual real-time
behavior of the three dynamic models, conditional on the static intent structure.
(Clearly, the inten: structure may be updated and modified based on combat
experience, but in any one scenario, the total structure should remain static
since it defines a set of goals, their priorities, and rules for resolving
conflicts). This fifth model is the basis for validating the MTOS model: it is
the documented set of observations of man-machine behavior (not all aspects of
behavior are totally capturable, hence observations only model behavior).

4. VALIDATION ANALYSIS

In IV&V, testing requirements are defined top-down, and implemented bottom-up.
The MTOS design can be described in a top-down fashion using a Structured Analy-
sis and Design Technique (SADT@®). At the lowest level, MTOS eventually passes
control to other processes: these are the procedural models that execute in
response to environmental events (stimuli) subject to MTOS control (dla the
defined intent structure).

The activity switch points occur in time, represent a state transition (from A to
B8), and require a particular resource (eyes, hand, voice, etc.). To be valid,
the MTOS must generate similar patterns of state transitions in comparable time
periods. Comparability is the issue. A distinction must be made between syn-
chronous/asynchronous and hard versus soft timing requirements.

Synchronous events are those where two or more events should occur at the same
time. That timing requirement may be either hard or soft. Clearly, scheduling
hard synchronous events in a dynamic real-time environment is challenging. But
these are key points where the MTOS must match pilot behavior to be a valid
model. For soft or asynchronous events, greater variation in behavior can be
allowed without invalidating the MTOS model as suitably predictive.

®SADT is a Trademark of SofTech, Inc.
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4.1 Uncertainties

Since the MTOS lives between two models (procedural and situational) while
depending on a third (intentional), its validation rests on first validating the
other three models. If the MTOS model's behavior fails to correspond to observed
pilot actions, one can either infer the MTOS can be improved or one of the other
models may also be invalid. Within the MTOS, there are two major sources for
error: 1) the nature and relatfonships among incorporated processes, or 2) the

‘control structure that governs the switching among processes internal to the

MTOS. Again, the data will not be diagnostic, but experimentation with the MTOS
architecture can produce variations which may better match observed behavior
patterns.

4,2 Other Considerations

Links also need to be made to flight test efforts: research and develaopment test
and evaluatfon (RDTAE), its operational equivalent (OTXE), and subsequent spe-
cfalized test programs. The only way to integrate these results though is to
have developed a descriptive model of the decomposition of performance require-
ments into the set of testable behaviors that are measurable in the airborne
versus ground environments.

On-line validation of the pilot model requires continual comparison of predicted
and actual pilot behavior. The EC must anticipate pilot actions based upon its
assessment of the environment (which may differ significantly from the pilots'
perceptions), the Intent Structure, and the Procedural Models. In addition, the
model must account for all possible actions which might be taken by a pilot from
a given state, and respond within a time frame which is compatible with
"real-time” requirements. Furthermore, the EC must be able to respond
appropriately to predict pilot behavior when degraded performance occurs due to
injury or the effects of a chemical, biological, or nuclear environment.
Adequate test and model development are not possible to handle all contingencies.
The spectrum of possible responses is too large to test adequately such that
system failure is precluded. The scope of such test requirements exceeds even
those of a complex software system.

Existing techniques appear to offer little hope of validating on-line models.
They have not been successfully applied to the much less complex environment of
MTOS and distributed computing. However, an alternative to a completely
validated system is a system which can rapidly adapt to a "new" unknown stimulus
response set. Maturation of neural-network technology may provide the required
capabilities to make the electronic crewmember a reality.
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INTRODUCTION
A decision under uncertainty can be defined as a decision where there is more than one dacision option
with a probability of success of greater than zero, and the probabilities and utilities of the outcomes can
not, & prior, be definitely known. Thus a decision support system can be defined as an external means
of reducing the uncertainty associated with a given decision, thus facilitating the decision maker's
behaviour. Since probabilistic judgement is implicit in any decision under uncertainty, this paper sets
cut to explore the use of overt, system-generated probability estimates as an interface methodology
for future decision support system design. An attempt is made to develop, from initial experimental
work, an understanding of the Information Processing invoived in the use of such information and to
tentatively examine the implications of such processes for the Electronic Crewmem - . : .. concept.
Many potential advantages and applications of Inteligent Decision Support in the miinary enviroment
have been documented [ 1, 2].Some of the particular implications for the single-seat high performance
aircraft cockpit are described by { 3] . They discuss the use of uncertain data by the EC and describe
two possible approaches by the EC to using that data. Firstly, the EC could repressnt the uncertainty to
the pilot e.g. by pmbnbi'llty ‘tags’ thus allowing the pilot 1o resolve the uncertainty, or secondly the EC
could resoive the uncartainty, using for example Rules Of Engagement, thus reducing the decision
workioad on the pilot. The danger in removing the pilot from the decision process is that awareness of
the situation can be lost, resulting in inappropriate behaviour later in the mission. For this reason, the
present study has focussed on attempting to ascertain the usefuiness of providing enhanced, explicit
probability information to the pilot in the form of probability labels for each decision option. The aim of
the research is 1o attempt to clarify the extent to which the provision of such information can produce a
performance benefit for the decision maker, and to try to spot any potential disadvantages with its use.
The use, and misuse, of probabilistic information by its Heuristical rather than Statistical
application by human decision makers is well documented (see [ 4] for an overview). It has been
suggested that people do not use statistical probability estimates rationally, and that Rule-Of-Thumb
interpretations can lead to fallacious judgements. The external-validity of these findings have been
queried, however, by [ §), who suggest that real-world heuristic decisions are more rational than
laboratory studies might indicate. The types of decisions used, whilst being easy to control
experimentally, have tended to be either simplistic; unrealistic; abstract; or unfamiliar. To this end,
the present study used ‘real’ motoring navigation decisions in a pseudo-dynamic context to try to
preserve both external and ecological validity sufficiently to be abie "to generalise any resuits to the
applled aviation context. Thus the tasks were designed to map onto subjects’ existing knowledge
structures so as to enable a meaningfui judgemental decision to be made on them. The need to inculcate
trust in the system-generated probabilities was considered important to facilitate their use [ 8]. For
this reason subjects wers instrucied that the computer would not dellberately “lie" to them and wouid
siways generate its ° best guess® or nothing at all. This was reinforced by probability labels aiways
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being aliocated to their correct option.

it was hoped to demonstrate by this initial experiment, that the provision of system generated
probability labels to decision makers will heip them to make their decision more quickly where
uncertainty is reduced, without proving to have penaities on memory for the decisions themseives. The
tactical importance of maintaining awareness of the decision environments is likely to be important and
thus memory for previous decisions will be necessary 1o preserve the 'Big Picture’. Thus a trade off
between Response Time (RT) and relevant memory details would potentially be of little use to the
operator.

SCENARIOS

An exampie of the scenarios used is given below. Each one comprised a probiem space containing the
demand criteria which the decision had t0 meet. This was presented as a paragraph of text which was
presentad before the decision options. This was not time dependant and the subjects cailed up the options
when ready. Three options were given for each scenario and were presented with or without probability
labels. Each option contained three pieces of information : a name/identifying label not contingent to the
decision; and two pieces of related information contingent to the decision criteria. For each scenario the
options were designed such that there was one option which fully satisfied the criteria (Probable Opt.);
one which contained insufficient information 1o meet the criteria but did not contradict them (Possible
Opt.); and one which clearly contradicted the criteria (Impossibie Opt.). The highest probability estimate
was always given to the Probabie option and the lowest to the Impossibie option.

EXAMPLE SCENARIQ (text in parenthesis was not displayed)

You approach a roundabout at the edge of town. The roundabout has three exits signposted A31,
A315, B3155 respectively. You cannot remember which road to take, but remember that, on your
previous visit last winter, that thers was a tree on the comer of the correct road which was
completely bare of leaves. You examine the tumoffs bearing in mind that any trees may have been

cut down since your last visit. (Decision Problem Space)

(1) A31 - Newly c'anted sapling - p=a25% (Possible opt.)
(2) A315 - Mature Pine tres - pa0% (impoasible Opt.)
(3) B3155 - Mature Oak tree - p=75% ({Probable Opt.}
METHOD

The varishies investigated in this study were:

(a) The presence/absence of probability information i.e. whether probability labeis were attached
1o the decision options to attempt to reduce the uncertainty experienced by the decision maker.

(b) the clarity/ambiguity of such information i.e. whether the difference between the probabiity
labels clearly indicated one option as being preferable e.g. 75/25/0 %; or wers unclear e.g.
35/33/32 % where the differences between options were small, so as not 10 clearly indicate one
option as being correct.

External variables were controlied for by maiching (as far as possible without interfering with
meaning) the information content and length of scenarios and decision options. Any remaining
variation was balanced by a Latin Square design.

Three performance measures were taken in the experiment. Reaction/Decision Times (RT's)
were taken to attempt to identify the amount of processing occurring under the different
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experimental conditions. A memory test (given 5§ minutes after finishing the scenarios) was used to
attempt to gauge the amount of information which had been stored in Long Term Memory (LTM)
under each condition. Rehesrsal was preventad during the delay by the use of a numerical distractor
task. Since memory encoding is dependent on the amount of processing each piece aof information
receives, this sscond measure can also be taken as an indicator of the Information Processing
demand changes induced by the experimental variables. A Confidence rating was also taken to
examine the subjects’ subjective responses to the probabillty labeis.

BESULTS
Table 1 (below) shows & summary of the results obtained from this study. The totals summed

across the tweive subjects are shown, together with their means in parenthesis. It can be seen that
response times were significantly faster (p<0.01) when clear Probability information (P1) was
given than in either of the other two conditions, with the ambiguous Pl producing clearly the
slowest times. This implies that the processing required from subjects is reduced by providing the
additional source of information and thus removing, part at least, of their uncertainty. The
confidence vaiuss attributed to the Clear Pt condition were significantly higher (p<0.01) than for
the other two groups. Thus the provision of the extra information appeared to make subjects more
confident in their decisions. Again, this is likely to be by a reduction in the uncertainty inherent in
the decision. This interpretation is substantiated by a comeiation of 0.938 (p<0.001) between the
RT and Confidence values, thus implying the same source of variance is likely to be causing both
effects. The memory scores show a main effect of Pl type (p<0.005) with scores being lowest for
the clear Pl condition. ltanbo_uonhomttnucomfornchopﬁon, however, that the majority of
this variance is accounted for by the reduced Impossible option scores. This impiies that any
reduction in the processing of the information is occurring within this option. When read in
conjunction with the RT valuas, this can be taken to indicate that reduced processing was necessary

to reject the Iimpossibie option.

CLEAR AMBIGUQUS | NO

PROB.INFO. | PROB.INFO PROB.INFO

RESPONSE

TIMES (s) 12.47 (1.04) 16.01 (1.33) | 14.92(1.24)
m,','&',:é‘;“ 1554(1.30) | 1329(1.11) | 13630114
[
& | PROBABLE
g oPTION 76 (347 79 (3.29) 80 (3.33)
2 oeton - | o 0250 | T3GE0M
g SATISBLE | 36.(1.50) w0 | 60250

JABLE 1 - showing the o1al scores across subjects (mean scores are in parenthesis) on each
measure for each probability condition. Memory scores are shown for each option category.
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RISCUSSION
Thus it can be seen from thess resuits that a perform gain is achieved by the provision of

unambiguous probabilistic information 10 the decision maker, without any detriment to his memory
for the relevant decision options. This gain appears to be the result of the reduced uncertainty
associated with the dacision when the ertra source of information is given, as implied by both the
faster response times and the increased iaveic of confidence reported in the decisions. The lower
memory scores for the Impossible option when Clear Pl is given imply that a saving is made on the
amount of information needing to be processed before a decision is made by facilitating the
rejection of this option. No significant memory interference is found with the other options, thus
implying that processing of them is not largely affected. There is an increass in the respanse times
when the Pl is ambiguous, as compared to the No Pl condition, but no significant ditference in the
memory scores. This would imply that an initial attempt is being made to use the PI, but when this
proves unsuccesful (because of the uiclear nature of the information) then processing is carried out
as i no P! were available. This pattern of results would tend to suggest a Hypothesis
acceptanca/rejection model of the decision process, whereby the probability labels are being used
to generate an initial hypothesis as to which option is correct, perhaps obviating the need to
generate a subjective probability estimate. The options are then checked against this, with
subjective expected utilities (or equivalent) being calculated, untll a criterion for acceptance or
rejection for each option is reached. Where the P{ is clear, then RT's are faster by providing a
hypothesis which primes the zero probabilty option to be rejected. Where the P! is unclear, then no
meaningful hypothesis can be generated and the Pl information is discarded. Describing this process
in terms of Neural Networks [ 7], it could be argued that the Clear Pt will excite nodes on the two
pathways comresponding to the Possible and Probable options whilst inhibiting the pathway for the
Impossible option. Thus the response options availabie will be effectively reduced to two, thus
facilitating the choice of the corract option. Where the Pl is unclaar, each pathway will be excited
aimost equally by the labels, thus providing fittle or no assistance to the decision maker. Such a
model can only be advanced tentatively from this single set of results, but may provide a
framework for future research.

Thus although this experiment only goes a very smail way towards describing the processes
involved in decision making under uncertainty and the effect of the explicit Pl tags on those
decisions, some conclusions can nonatheless be drawn. The possible advantages to be accrued from
the use of these labels in the PiloVEC context are twofcid, when these estimates clearly seperate
between options, with both speed of response and confidence increasing. A third benefit could be
said to be the reduction in the memory for irrelevant options, thus reducing the memory demands
on the pilot.  Thers are, however, many questions still 1o be answersd before the use of PI tags
can be recommended as a design feature of Decision Support systems. How targe must the
differences between the P! estimates be for them to be effective? How often will the real-worid
aviation context allow these clear distinctions to be made available? What is the best method of
reprasenting these probabilities e.g. digital vs. graphical/analog? How does trust in the system
affect the interpretation of such labeis? Will incorrect labels lead to pilots making fallacious
judgements which might otherwise have been corect? These are just a few of the questions
towards which research shouid be directed. It doss seem cliear however that the potential benefits
from the reduction of uncertainty without the loss of pilot mandate, provided by this approach,

68




R N S

-

[P

. % |.r-~..

i
3
:
2

A 3

(v

justify the effort invoilved in such future ressarch.

A final consideration is the applicability of taking an Information Processing approach to Decision
Support system design. It could be argued that it is knowledge rather than information which is the
crucial element in decision making under uncertainty, and as such it is the application of knowledge,
not the way information is processed, that is the key to understanding (and ultimately recreating
artificially) the intelligent decision process. From the applied viewpoint, however, the ability to
enhance understanding and awareness by the correct moding of information available to the decision
maker may, in the short term at least, provide a greater benefit in the design of either intelligent
decision support or a fully fladged Electronic Pilot Associate. It is for this reason that the present
study has put epistemological considerations aside in favour of trying to ascertain the information
requirements of the decision maker in terms of the way such information is amalgamated into the
decision process. Whist the pilot is still in the cockpit it seems sensible to gear the EC to support,
rather than to replace, his decision making ability. The provision by the EC of the information
needed to reduce uncertainty, in a form which is readily assimilatable and usable, may prove the
most effective strategy in making the pilot's job easier and safer. The provision, in some form, of
explicit Probabilistic Information at the Human-Computer Interface may prove one such method.
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Summary

Over the past four years Cambridge Consultants have been conducting a series of
research and development projects on behalf of the Human Engineering Department of
the Royal Aircraft Establishment. These projects have been progressively looking at
the use of Arificial Intelligence techniques within aircraft, first from the point of view
of providing appropriate development support tools and now of tailoring those tools
through applications work.

In this paper we will be giving an overview of the toolkit, now christened MUSE, and
looking at some of the applications work directly using MUSE, or related to this area
of Al and combat aircraft.

A Toolkit for Cockpit Applications

Back in carly 1984 the developers of A. systems who wanted to engineer real-time
on-line applications were faced with something of a problem: "serious” AI systems
could only be developed on large expensive Al Workstations, which were also the
run-time environment. These workstations had never been designed for interfacing to
the "real world", for running real-time on-linc applications, and there was certainly no
way they could be flown. This, then, was the environment in which MUSE was
conceived, and, curiously, it is one that hasn’t changed a great deal to this day.

The design goals for MUSE were, roughly:

(1) That it should provide a development environment for real-time, continuously
operating Al systems.

(2) That it should interface cleanly with other systems, both hardware and software.

(3) That it should provide a means of testing such systems on-board aircraft.

The architecture of the toolkit that emerged from these requirements has two principle
components, a development environment based around Sun Workstations and a
delivery vehicle, made up of a single-board computer to which the application software
is downloaded or programmed into ROMs for further testing in an embedded form.
The development environment, as is usual for Al programming, provides rapid
prototyping capabilides through an editor, incremental compiler and debugging tools.
These tools extend down, as far as possible, to the target machine through inclusion of
a logging facility for the target and a corresponding log browser for the development
system.
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The choice of language facilities for the toolkit was not a particularly difficult one. A
basic language was needed that had a couple of essential features for its use in Al
programming: the ability to eat pieces of code as data, and great flexibility in data
typing, along with a compatibility with incremental compilation, essential to the rapid
prototyping paradigm. The ultimate choice was POP, a language having the same
capabilities as LISP but without a cumbersome historic syntax, The remainder of the
languege facilities are somewhat conventional: extensions to the basic language to
support object-oriented programming (of the Smalltalk variety, giving the new
language its name of PopTalk), frames, demons, access-oriented procedure calling,
and, of course, rule based programming. Both forward chaining (of the OPS-5 style)
and backward chaining forms (as per Prolog) can be mixed as appropriate for the
application.

The target machine capability is obtained using a Virtual Machine architecture, i.c. the

components of the language package each have a run-time interpreter that executes the

user’s programme in a compiled intermediate code. This gives compact code for
memory efficiency; the language compilers and the interpreter are written in C, giving
reasonable portability across processors and good run-time performance.

MUSE has other features that make it appropriate for real-time embedded applications.

The most significant of these is the idea of modularity within the application software.

Modularity brings multiple benefits:

e By paritioning the application into small co-operating modules it becomes more
easily understood, and therefore more easily designed, verified and maintained.
Since the scope of any reasoning module is limited, side effects are cut down and
unexpected behaviour thereby restrained.

e Each module can be implemented with the most appropriate formalism and
without incurring the run-time overhead of unused features. This applies whether
the implementation is at the C level, PopTalk level or Knowledge Representation
Y.anguage level. The editing and compiling facilities of the MUSE development

avironment provide a coherent means of developing and integrating modules at
any level chosen.

e Perhaps most importantly, modularity, and the scheduling facilities that go with it,
provide a clean mechanism for handling interrupts. An agenda is provided onto
which processes (including Knowledge Sources, rule systems and procedures) can
be placed for scheduling. An interrupt may result in a high priority item being
placed at the top of this queue, or even the suspension of the current process to
deal with a critical event.

¢  De-composition of applications to co-operating modules is the first step towards
concurrent implementations, i.e. large grain parallelism. Since the Electronic Crew
member carries an implicit requirement for parallelism (of Data Fusion, Displays
Management, Weapons Management, avigation, Planning, etc.) this is an
increasingly important feature of MUSE.
MUSE processes have been designed to interface to the outside world through Data
Channels. MUSE supports igh speed data capture by providing a hierarchy of filtering
operations which can process incoming data to spot important events which should
cause asynchronous scheduling to take place. Low level data capture is performed by a
simple interrupt driven executive (on the target hardware) which is intended for burst
operation up to 100Kbyte/s region. On the development system, MUSE makes use of
the Unix socket mechanism, allowing clean interfacing to other processes, for example
siraulations, even across nerworks. Data can be spliced into database objects
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filtering procedures are available to allow data events such as rapid changes of values
or adverse trends to be detected and to signal an interrupt of the reasoning system via
the main agenda controller.

MUSE continues to evolve in the light of applications experience. Two major areas are
currently under development: a "Multiple Worlds" facility to allow an application to
maintain independent interpretations of the world within a database, and a framework
for temporal reasoning, of particular usc for plan representation. As well as these
language package extensions, alternatives to the 68000 procsssor are being considered
for target machines. Of particular interest here is the transputer, since this will give us
a ready means of experimenting with true concurrency.

MUSE has given us the enabling technology for serious practical testing of Al
applications in the cockpit. In the rest of this paper we will examine where this is
beginning to lead.

On-line Fault Diagnosis

Fault diagnosis is one of the most popular arcas for applying Expert Systems as the
rule-based programming paradigm fits the diagnostic method so well. It therefore
seemed a natural candidate for a first application of the MUSE toolkit to a real-time
problem. The specific area chosen was the electrical and engine subsystems of a
helicopter, the aim being to replace the Centralised Warning Panel that reports fault
symptoms in current helicopters with a warning panel that reports the fault status of
the subsystems. This is a real problem, as the need to monitor the health of various
systems represents a continuous load on the pilot. It is also a task that is often cited by
pilots themselves as being something they would like to delegate to an automatic
system.

The Central Warning Panel (CWP) consists of a martrix of coloured captions, each
corresponding to a fauit symptom, which are illuminated on the presence of a
symptom. Some fault symptoms are not flagged by the CWP and are only indicated
through the instruments or aircraft response, thus pilots must regularly scan their
aircraft’s instrumentation and be on the alert for irregular responses to the coatrols.
The pilot diagnoses the fault by interpreting the symptoms using experience built up
during training or by referring to a set of 'flip-charts’. On diagnosing a fault, the pilot
carries out the appropriate set of actions to recover the situation, i.e. recover safe
flying parameters. The flip charts are a set of cards listing the symptoms and recovery
actions for each fault.

Some faults can initially only be partially diagnosed and require the failed component
to be put under test before a full diagnosis can be reached. For instance, a pilot may
know which sub-system has failed, but has to carry out tests on it to narrow down the
diagnosis to the failed component of the sub-system. Also, in the case of intermittent
faults, once the component has been placed under test it may or may not recover.

Very rarely an aircraft will have multiple, concurrent faults (these are usually only
experienced by a pilot under simulator conditions).When they do occur, the pilot must
prioritise them according to their seriousness and deal with the most fundamental one
first. These fault situations are extremely stressful to the piloc and are made worse if
he is carrying out a complex task, e.g. hovering during anti-tank operations.

The Intelligent Fault Diagnosis System (IFDS) operates, currently, from simulated data
representing analogue and digital quantities, e.g. rotor speeds, engine torques, power
rail states, switch settings, etc. It interacts with the pilot to obtain further information,
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for example requesting him to select or deselect a piece of equipment, in order to take
its diagnoses to an ultimate conclusion. At all times it supplies the pilot with as
conclusive a diagnosis as it can given the information available to it.

The knowledge on which to base the fault diagnosis system was readily accessible in
the flip charts carried by the pilot and from the pilots themselves. The knowledge is
self-contained and static. For many aircraft applications this is not so. In ESM
processing, for example, emitter characteristics are changing all the time, there may
well even be emitters appearing in time of war that have never been observed in
peace-time.

The discipline of designing the IFDS allowed us to look at the problems of building an
expert system that, of necessity, had a very meagre inieraction with the pilot. It was
successful because the information needed for diagnosis in the electrical and engine
subsystems is available from sensors rather than being reliant on pilot sensation (of
noise, vibration or visual effects). The IFDS brought us face to face with one of the
unfortunate characteristics of intelligent systems - interaction with them often requires
a dialogue at a higher level than button-pushes, a point we will return to later.

Al in Flight Control Systems

CCL were engaged by RAE Bedford to do some "Blue-Skies” thinking in the area of

Al applied to Flight Control Systems (FCS). Aside from the control technology

aspects, we began to consider how an intelligent FCS would interact with the pilot. It

became clear that there are several ways in which the behaviour of the FCS could be

classified:

Opportunistic
There are occasions when an FCS can behave autonomously in selecting modes.
The clearest of these are the cases where switches of mode will be practically
indistinguishable to the pilot, but will result in fuel savings or greater
performance. If a hierarchic view of FCS mode structure is taken, opportunistic
mode scheduling can be used at the lowest levels as an optimiser within
constraints imposed by the scheduling of higher level modalities.

Reactive
In the situation where a pilot takes rapid evasive action, for example reacting to
RWR during low-level ingress, the FCS will need to react to the sudden change
in demands from high stability terrain guidance to high manoeuvrability pilot
control. The same applies when performance characteristics of the aircraft change,
either on stores telease or for failure reconfiguration.

Instructed
This is the most obvious of cases, and the most conventional. Changes in FCS
mode are determined by the pilot and explicitly selected. The question arises as to
what level this is done at, i.e. how modes are organised and what model of the
FCS the pilot is presented with, since an FCS may have several hundred modes.
Predictive or Pre-emptive
In this case confirmation for a change in mode is given by the pilot, but the
selection is made automatically by the system on the basis of a prediction of w....
the pilot will wish to do next. Clearly, if other types of scheduling are taking
place this form will be concerned with major mode changes, corresponding to
changes in mission phase from high altitude cruise, to low-level ingress, to target
acquisition, to attack etc.
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These categories of behaviour are appropriate to other types of onboard systems in
which we might oy to embed intelligence. Deployment of countermeasures, for
example, would fit quite comfortably within the framework, as might displays
configuration.

Pilot Modelling

One of our current projects involving MUSE is concemned with the management of the
interface between pilot and intelligent systems, specifically with the development of
tools for an aspect of pilot modelling.

It is clear that pilot modelling is not a prerequisite for the inclusion of intelligent
systems within the cockpit. Much can be done in data fusion, systems management,
etc., without needing a model of the pilot’s beliefs or likely actions. But if we are to
build systems that are co-operative, i.e. acting as an electronic crew-member, then it is
cqually clear that such systems will need to understand the pilot’s actions and the
motives behind those actions.

Our initial work in this modelling area is tackling the most easily accessible
description of the pilot’s job, the mission structure. By a process of inference from the
mission plan it is possible to build up a reasonable rough representation of what the
pilot will be doing in the cockpit throughout a mission. This description provides a
context for interpreting pilots’ actions and a basis for predictive scheduling of system
activities.
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1. INTRODUCTION

‘The application of advanced automation and Arificial Invelligence /Al) systems ta the cockpit of modem commercial and
military aircraft holds great promise for the extension of aircraft capability and flight safety. However, advances in cockpit
automation have often failed 1o meet the expectations or provide the advances anticipated by the technology. One reascn for
this shortfall has been the lack of integration of the artificial and human intelligences in the development of aiding for the
cockpit. Over the last several years, we and our colleagues have expiored techniques 0 identify requirements for intelligent
pilot aiding systems, and have defined approaches to develop them. We have developed an architecture as a basis for an
Inteiligent Pilot Assistant (IPA). Assuming an information processing structure based on muitiple levels of information
abstraction and model-based reasoning, we provide a system whereby engineering, cognitive science and compter science
disciplines can be applied and interact through a consistent interface. We have developed workseation-besed techaiques 1o
explore the consequences of alternatives in automation techniques within the cockpit and to explore the affect of varied
assumptions in human performance. In this paper, we will discuss two aspects of the application of Al to enhance
aircrew performance and expedite advanced cockpit design:

«  an Al aid for aircraft system-failure situation assessment and response selection, and

* g cockpit design aid and analytic workstation that utilizes Al techniques

1.1 Iatelligent Pilot's Assistant Function

Advances in machine intelligence techniques in diagnosis have yielded expert systems in which the machine imelligence
techniques parallel and complement human information processing (1, 2). The IPA serves as an interface between automatic
and human reasoning that is based on causal models of aircraft systems represented at multiple levels of abstraction. The
IPA formulates responses @ system [gilure based on diagnostic expert-system input and situation agsessment techniques
(3). In time/pesformance critical portions of flight, or in the face of unigue multi-point failures, the IPA can supply fast-
time processing and bring to bear multiple sources of expertise to identify the cause and affect of failures or mission
threatening events. We are guided by human information processing models o determine the form and content of the
displays to the flight crew. We will describe the human information processing assumptions that are the basis of our
interface approach, and describe the application of this processing structure to an intelligent aid for aircrew situation
assessment.

1.2 Interactive Design Aid

To date, the major emphasis in the devefopment of Al systems for cockpit aiding has been on the availability of hardware
and software systems capable of contributing to the nominal safety and executability of high-performance aircraft mission.
There has been little effort exploring the use of Al technologies to aid in the cockpit design process itself from the
perspective of operability and cognitive demand on the aircrew who must use these systems. As a consequence, crew
workloads and supervisory tasks have steadily increased in the modern cackpit . We have explored a methodology that
includes descriptions of aircraft systems, missions, human operating characteristics, and formal decomposition of procedures
in a workstation environment. The workstation is an interactive design-aid that allows analysts/designer’s to explore the
impact of advanced automation from a specifically human performance, goal-oriented perspective.

2. HUMAN INFORMATION PROCESSING STRUCTURE

We feel that selection of a model for man/machine system analysis should be flexible and guided by the purposes of the
analyst rather than a theoretical bias or technological limitation in model application (4, 5). To that end, we have selected
a general structure proposed by Rassmusen (6) which characterizes human information processing on (wo dimensions.
First. there is goal-directed processing moving data from sensors and perceptual systems to effectors and controls. The
paths that the processing can take is described by a second dimension based on the level of abstraction at which
mformuwnprmng is considered to occur. Figure 1. illustrates the dimensicnality of the modef and the paths available
for information processing. The figure presents states-of-knowledge and data manipulation that move the operator from one

state (0 another,
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Figure 1, Pilot Information Processing Model

Rasmussen has suggested that there are three general processing straegies that can be distinguished by the type of
information with which the human interacts. These are skill, rule, and knowledge-based response generation.

Skill-based Respouse: The most direct and fastest response generation scheme is to move directly from sensocs to
effectors, a kind of reflex response in which the sensor data maps immediately to an operator response regardless of
circumstance or situstion. Skill behavior is defined as a compiled sequence of familiar subroutines, The links between the
individual or primitive units of skilled behavior can be inffuenced and selected by reference to the environment or system
state. There is often a tradeoff that is called out in relation to skilled behavior in which the granularity of the primitive
actions is traded aguinst the flexibility of the skilled response. This is generally considered an efficiency tradeoff in which

the price peid for rapid response is foss of generality.

Rule-BaedResponw Following the arc of processing in Figure 1., one moves from perception o entity and state
dwmpuons.Mmdempummwmnonsomwagmt.meenvmnem.memofplansorsumsof
This stage along with an assessment of the significance of the current state (situation assessment)

cooperating ageats.
form the basis for rule-based behavior. The information extracted from the environment and system status seasors has been
interpreted. The human applies pattern maiched rules to the interpreted situation in order to provide plans for action.

Knowledge-besed Response: Moving toward the peak of the processing arc (Figure 1. ) the operator/pilot is considered to
be engaged in knowledge-based behavior. This is the the highest level of abstraction in which the human interacts with the
environment. In knowledge based processing the operator must construct an internal model of the environment, the
mission, the sircraft state and the curreat goal-state, The pilot can then monitor the condition of his plan and respond to
anomaly or varistion in that plan by formulating and evaluating options for action.
Ammmﬁmmmembywmﬂuwmmmmnedmwpmuonoruwcnvmnmt
signals 10 the knowiedge based response required for "deep reasoning” or problem solving. Having abstracted a
representation of the current aircraft and environment state the operator proceeds to determine how to respond to that state in
relation to his/her goals and then how to effect that plan. This implies a process of deduction. The induction to deduction
path can be circumvented by shortcut paths that can be developed by training or provided through automated aiding.

This is, admittedly, a very general description of human information processing, though there is some evidence that human
diagnostic behavior in emergency situations can be accurately described by these processing aistinctions (7, 8). We are
using thig structure in two ways. First, we are developing an aiding system for situation/response-based behavior to reduce
the time and workload required to identify and correctly execute response procedure; for a given situation. The scope of this
situstion-response model is rule-based aiding. That is, assistance in selection and execution of behavior for which the
correspondence between situations and applicable procedures has been established by training and engineering-based
snalysis. Situation-response behavior is the preferred method of dealing with time-critica: flight emergencies. Accident
analyses suggest that in-{light abstract reasoning may shift auention from flight-critical tasks, and that deep reasoning under
stress, from necessarily incomplete information and incompiete modeis, can produce results that are significantly, and
sometimes fataily, inferior 10 those derivable from engineering studies, experience, and simulation experiment. Second, the
framework provides a point-of-contact 10 diagnostic systems that function at multiple levels of abstraction. We wiil
discuss those applications beiow.
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3. DIAGNOSTIC SYSTEMS AND INTELLIGENT PILOT ASSISTANT

mwmwmra.mwmmmmmmammmm.m
flight environment, the flight pl:an/mission, air traffic contrdl, and procedures/regulations/doctrine. We will concentrate, in
this paper, on insertacs to disgnostic systems work which we agre performing for NASA-Langley Research Center. Figure 2
illustrates the interface of the diagnostic expert systems to the IPA.

3.1 Situation/Response

‘We have designed and implemented systems t0 aid in two types of behavioral responses to diagnosed emergencies. Aiding
mnmmkmmlmbemwhedmghaﬁm&mmmm There is a situation assessment
mmmwunmmmmmhaamwmmywamnmdeswpm
Response procedures are selected on a rule-based reasoning process and then communicated to the pilot. This procedure is
- iltustrated in respoase 10 a FaultFinder diagnosis output of Figure 2. The process is detailed and expanded in Figure 3.
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Figure 2. IPA Situation Assessment and Response Selection for Fault Diagnosis
3.2 Causal Model Response

RecaudevelopmammMmmmmwwmwmmwsysmp«fmmbymmgwchmquesoi

at varied levels of abstraction (9, 10). We have been sipported by NASA-Langley Rescarch Center (Contract
No. NAS1-17335) to develop an aiding system that can take advantage of diagnostic reasoning that can supply based on
mhdwmmmmdmpuofwmmemmmoffwm We have
structured our IPA to take advantage of diagnostic data at various levels of abstractiou and to aid the pilot in selection of
appropriate response. Abbott makes the point that graceful degradation of diagnostic activity can take the form of reduced
specificity rather than degraded efficiency, if the diagnostic system is based on deep functional models of the systems being
monitored (9). Using a process of siatus abstraction the NASA FaultFinder system produces useful symptomatic
predictions based on incomplese or ambiguous data. mmywlmmgmummhypodwwoﬁaﬂm
mmonmdnmuhhﬂmeﬁdmpﬂudmhngmnamnmgdmmduammwhwhume
hypothesis. Our IPA also reasons about situations at varied levels of abstraction and iakes as input to the sityation
assessment process data from FaultFinder. Figure 2 illustrates the general process.

‘We reason about situations and suggest response based on a three tiered leve! of representation , Boolean, Qualitative, and
Quantitative modelling. We can reasoa about situstion/response requirements base on sensor level data, or if the data and
Mmmauﬂbh.haquuﬂmwmdqmumvemodelsofmm& syswmsandmghlsxmamns Figure
3 illustrates the mapping of data t0 system conditions at three levels of abstraction in a causal model
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Figure 3. Mapping from Physical Systems to a Multi-Level Causal Model
A causal model has been developed to support this more sophisticated diagnostic process. The model consists of four parts

in a frame-theoretic representation. These are: m:ﬁmmmmmtmaﬁcﬁmdaﬁmﬁﬂiwt
characteristics. The inferencing mechanism links these four components through propagation at the three levels of

Forward propagation of aitribute values provide a simulation of fauit conditions and a diagnosis of fault cause.

abstraction.,
Backtracking through the causal model provides insight to aiternative paths 0 a desired system state and, thereby, suggests
responses to achieve those states.

Pilot Vehicle Interface: Humans or automatic controllers require some information on the state of whatever it is they
affecting in order to monitor the progress of the response, and to provide the feedback necessary to implement any control
laws in the response. OQur pilot information processing model suggests, through its hierarchical stracture, that both control
and feedback be available at muitipie levels of the abstraction hierarchy. The particular form of the feedback or control
should be geared to the level at which the pilot is interacting with the system. In order to support operator action, two sets
of information need to be supplied to the operator. First, the nature of the sensar 1o situation transiation must be made
clear. Second, the nature of the action o be taken must be pointed out. For example, if the [PA has taken FacitFinder
output that indicate that sensor values are abnormal in a way that unambiguously requires immediate response on the part
of the pilot, that response and those values should be displayed with an emergency alert status. If the diagnostic reasoning
process has been abstracted to reasoning about physical propagation of a fauit and the IPA has resolved a response, display
of the response should be supplemented with a dispiay of the physical symptoms identified or predicted (perhaps in an
iconic-schematic format). If the aiding system has reached an impasse in response selection, a trace of the diagnostic
reasoning and response resolution should be provided.

4. ANALYSTS WORKSTATION FOR COCKPIT AUTOMATION DESIGN

Tbeamlymofhnmn/sym performance through simulation often impose constraints on the
analyst/designer. The tradeofT has been between ease of operation and simulation construction on the one hand
and the degree of flexibility and generality provided by the tools and modelling system on the other. It is with
the goal of mitigating these constraints that we have been developing a set of modelling tools and a

methodology for their application. Simulation of human/system operation is undertaken to provide prediction
of system performance in a context that is controllable by the designer. We belicve that in ocder to be useful a
workstation-based simulation system should provide the following features:

* A coherent and integrated framework in which to examine the interaction of particular human performance
models and describe the interaction between the operator and the system under evaluation.

«  Designer's interface tools through which system parameters, model parameters.and task requirements can be
varied.

«  Automatic propagation of the affects of changes in any of the simulation components, activities, or
operational events throughout the system.

*  Support for an annotated and multi-perspective representation of task timelines.

«  The combination of a bottom-up constraint implementation of the system's functions with a top-down goal
decomposition of operator's purposes.

¢ Multi-operator - multi-mission capability.

+ Insight into the training implication of a given human/machine system design

*  Support model deﬁnhmnalevdofdemllhalsrespmuivewlvambledaamdnomedes:gners
requirements.workstation environment in which o use those tools, that

Applications:

We have been working to provide these capabilities by providing an object-ariented workstation/simulation
environment in which aircraft designers can explore the impact of a given design on human/system performance.
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The system is implemented in Zetaliap in the Symbolics Lisp Machine eavironment. It yses the Flavors
object-oriented system. The system has three components: A simulation driver, libraries of object descriptions,
and 4 library of input and output utilities. mmnl&mddvcm:umbmnsimuMmsuﬁxedum&
m(ddvmgemnwmmmdmhwmh duobjeeu)orbylmmgﬂnmofm
drive the clock. The libraries of object descriptions incl mmm
tactics; fine-grained and wwawm&m sirplanes;

of various types of activities; visual auditory, mwm«mmmqmmm.m-
variety of other supporting object types. The input and display capabilities inciude the ability to display the
position and status of mobile abjects, to display the action apd spawning behavior of activities, and 10 track the
changes in world representations of cognitive objects. Aircraft, their subsystems, cockpit topology, activities,
mmom.andhmopummmpmwdasobmnmdmnmhblefum:pmmnby
analyst/designer through screen-based tools and

mmmwmummmmofm&hmmmmum
engage in supervisory and cognitive behavior. The basis of such simulation is the internal and updatable worid
representstion of active cognitive agents in the simulation workstation. The interface to an updatable world
representation is such that any of a variety of data sources may provide it with data, and any of a variety of
sources may request data from it. Examples of sources of data include sensory modules, decision moduies, and
logical modules. At present, we have used three major types of updatable world representation, coeresponding to
three ways in which it has been useful to simulate the storage of data. One type stores data keyed 10 the object
that the data refers 0. A visual scanner, for exampie, that determines the position and movement vecior of an
aircraft by looking at a radar screen, would send this information to the updatable represenaation in the form of a
list containing the aircraft object, it coordinates and vector, the source, and the time. A second type of updatable
world representation stores information keyed 1o events. When information is given to the world represencation,
it finds the event or events for which the information is relevant and associates the information with that event
ot events, A third type of updatable world representation stores high-level information in easily-accessible local
variables. An example of such information might be the flight plan that a flight crew is following. Other
types of updatable world representation that may be combined with these include forgetability, limited
information storage capacity, and stochastic and deterministic information degradation. We have applied this
workstation to a number of different systems. Including advanced fighter design, prototype helicopter cockpit

5. CONCLUSION

We have suggested that Al techniques applied through architecture for an Intelligent Pilot's Assistant can provide
a unified and integrated approach to exploiting computational assistance for the modem aircrew. At the same
time the same Al architecture in a simulation and workstation environment can aid analysis and designers in
assessing the impact of those automation altematives.
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Abstract

Recently, artificial intelligence and advanced automation
technologies have matured sufficiently to offer considerable
potential for assisting the pilot ‘in executing complex
cockpit functions. For exanmple, sensor fusion algorithms can
be used to provide an integrated representation of the
tactical scenario, and expert systems can act as. systems
monitors, advising the pilot of systems status, or
recommending courses of action. At the same time advances in
control/display technologiss such as full color flat panels,
helmet-mounted displays and sights, and interactive voice,
provide promising candidates for the design of an advanced
interface between the pilot and the avionics/weapons suite.

Currently little is understood about how to optimally
integrate the advances being achieved in computational
processing, knowledge engineering, and automation technology
with the advances being achieved in control/display
technologies. The critical issue of allocating integrated
information to display surfaces, and defining appropriate
operational logics for system control must be resolved
before human and electronic crew members can effectively
share cockpit responsibilities.

1.0 Background

The anticipated airborne tactical eanvironment of the post
1990 time frame can be characterized by expanded and more
intensive operational envelopes, threats of increased
numbers and severity, large volumes of information, and
minimal available response times.

Effective mission execution in such an environment depends
upon a high degree of pilot awareness of the tactical
situation, and timely and efficient responsiveness to the
rapidly changing scenario. This requirement imposes
increased demands on the information processing and decision
making capacities of the pilot. Bridging the gap between
demands on limited human resources and complex and dynamic
operational requirements dictates the development of a
pllot~vehicle interface that 1) enhances the presentation
and utility of tactically relevant information, and 2)
facilitates natural and efficient pilot-system interaction.

Recent advances in automation technology and artificilal
intelligence offer substantial promise fpor reducing the
pilot workload associated with exteuaive information
integration and interpretation. Furthermore, a variety of
emerging control and display (C/D) technologies have
demonstrated capabilities with the potential for enhancing
the interaction between system and pilot. The convergence of
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automation technologies with emerging C/D technologies
offers the advantage of interfacing an intelligent
application of decision aiding with a natural, flexible, and
efficient pilot-vehicle interface. The consequent heightened
information transfer between pilot and system, however also
increases the potential for information and task overload.
This fallout can severely attenuate or compromise
prospective technology benefits. The crucial challenge for
the cockpit designer is to integrate these capabilities to
enhance the utilization and effectiveness of information.
This means that designers must address issues such as:
appropriate allocation of operational functions to
technologies, minimizing the 4impact of technology
limitations on mission performance, and optimizing the
charactar, quality, flow, and pricrity of available
information.

2.0 The Potential of Advanced Automation and Al

Current trends in avionics design have focused on
distributed avicnics systems such as the Pave Pillar
architecture. This approach carries with it the advantage of
extensively processing incoming data before presenting it to
the pilot. One of the most useful exploitations of this
advancement is the integration of multi-source "data™ to
provide coherent and relevant "information" to the pilot.
(In this context, data refers to the raw output from onboard
sensing devices, while information refers to some useful
interpretation of that data.) These applications include a
host of sensor fusion, tactical situation assessment, and
decision aiding functions. Cockpit functions which have been
suggested as suitable candidates for automation include:

pre~ and real-time mission planning
sensor fusion

threat and tactical analysis

kill assessment

sensor management

target prioritization

weapons and countermeasures employment
diagnostics and fault detection

fuel management.

Extensive programs sponsored by various government and
industry Al laboratories have focused on the development of
these automation applications for potential infusion in
future weapon systems (Hayes-Roth, Hayes-Roth, Shapiro, and
Westcourt, 1981; Lowrance and Garvey 1983; Baron and
Feehrer, 1985; Garvey, T. 1987). The results of the efforts
have generally provided positive evidence for the
feasibility of employing AI techniques for executing cockpit
functions.

3.0 The Integration of Automation in Crew Station
Development

While the development of automation and AI algorithms have
continued to show promise in the labs, more limited success
has been achieved by crewstation designers, in understanding
the role of automation and AI in the cockpit. Outstanding
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issues such as the kind and level of information to present
to the pilot, and the appropriate allocation of
responsibility between the pilot and the system must be
addressed before automation technclogy can be effectively
exploited for operational £functions. Cockpit designers
currently have little available data on how to present
results of expert system assessments, when and where a
recommended course of action should be displayed for pilot
concurrence or veto, or which conditions dictate automatic
execution of a selected course of action, etc.

The potential infusion of automation and AI in the cockpit
has also underscored the requirement for enhanced
pilot-system interaction. Thus, various crewstation
development efforts have also focused on emerging
control/display technologies as means for facilitating
information transfer between system and pilot. Full color
flat panels, and helmet mounted displays (HMD's), show
promise as display surfaces for providing the pilot with
processed data output, while interactive voice and helmet
mounted sights may be effective for controlling information
flow, requesting status information, and designating
priority information. Each technology however, also carries
with it specific limitaticns which impact its ultimate
integration in an operaticnal environment.

The current challerge for crew station designers therefore,
is the appropriate allocation of functions between pilot and
system, and the effectively distribution of the consequent
information and control requirements in 1light of
control/display technology limits.

In some instances the automation technologies and AI
technologies can be employed to create more meaningful and
interpretable categories of information ot present to the
pilot. In other cases automation techaniques can be
effectively employed to overcome control/display
limitations. ‘

The re. ‘nder of this paper discusses some outstanding
current control/display integration issues and the potential
for applying advanced automation or AI to mediate current
techneology limitations.

3.1 Head-Down Display Capabilities and Limitations

Full color flat panel displays can graphically portray
integrated tactical situation information derived from
processed sensor data. The objective of such a presentation
is to provide the pilot with "situation awareness", that is,
knowledge pertaining tc the geometric relationship between
ownship, potential threats, and mutual support. While the
"processing” required to represent spatial geometry is
feasible, there exists a number of "display" limitations
which preclude a simple depiction of this geometry on a
single display surface. One limitation is the difficulty of
depicting the third dimension, or vertical separation on a
two dimensional display surface. The second limitation is
display size.

82




B ] 2

"""" ,vwﬁ—m'-‘a’

R T ]

A number of alternatives have been proposed for presenting
critical vertical separation information. They include
displaying absolute altitudes in digital form adjacent to
aircraft symbols, to portrayal of specialized wertical
situation displays, to depiction via a perspective grid.
Which mode of representation (and under which conditions) is
most appropriate for workload reduction and enhanced mission
performance has yet to be empirically determined. Factors
which are likely to influence how vertical separation can be
optimally portrayed include task specific requirements,
cognitive processing demands, degree of display clutter,
etc.

3.2 Helmet Mounted Display Issues Capabilities and
Limitations

A helmet mounted HMD/HMS has the potential for dramatically
improving the operational effectiveness of fighter aircraft.
While there is little precedent for use of this technology
in fixed wing fighter aircraft, all indications point to
substantial achievements in the areas of optical design,
size and weight reduction, and life support and escape
system compatibility, thus making the integration of helmet
technologies a reality in the 1990 time frame.

Three primary applications have been noted for which an
HMD/HMS integration can have a direct and significant
impact: 1) target designation/weapons employment, 2) visual
target acquisition, and 3) attitude awareness.

Target Designation. Currently, target designation is
constrained by the forward field-of-view (FOV) of the HUD.
An HMD/HMS increases the available field-of-regard (FOR) for
target designation to the entire envelope of pilot's head
movement and sensor weapons capability. The advantage for
operational effectiveness is the potential for off-boresight
target designation without compromising other aspects of
aircraft employment.

Target Acquisition. One of the most demanding
perceptual/cognitive functions in air-to-air engagements is
achieving line-of-sight on a target transitioning from
beyond visual range (BVR) to within visual range (WVR). An
HMD/HMS can reduce the workload associated with this task by
indicating via a reticle ("reverse cueing”) on the pilots
visor, the position corresponding to the location of
"priority” targets in space. Furthermore, when targets are
not within the pilot's forward FOV, directional vectors can
be presented to indicate the azimuth and range of
approaching targets.

Attitude Awareness. Operations at night and in adverse
weather can result in loss of attitude awareness or in
unusual aircraft attitudes. Attitude reference and unusual
attitude recovery symbology projected to the HMD visor can
assist the pilot in maintaining f£flight control in low
visibility conditions.
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Despite the enormous potential advantages of HMD's, there
are a number of limitations to projected capabilities. The
most significant limitation to current HMD technology is
FOV. Anticipated FOV for the 1990 time frame is between 20°
to 30°. The consequence of this limitation is the potential
for significant display clutter with high symbol density.
Critical to effective use of the HMD is "intelligent"
selection of display symbols and formats based on current
aircraft state, environmental conditions, pilot intent, etc.
Algorithms can be developed which automatically select
display information based on system knowledge of these
parameters. Furthermore, system status information can be
used to enable declutter modes without the requirement for
significant pilot intervention.

Another critical integration issue impacting the potential
operational employment of HMD's is HMS accuracy. Tolerable
windows for weapon aiming and reticle cueing accuracies must
be measured and specified. Furthermore- appropriate
techniques need to be defined £for managing the
interdependency between head motion and aircraft motion.

Intelligent use of pilot and system status information can
be used to configure current HBMD format appropriate to
immediate situational needs. For example, head position
information can be used to implement a "virtual HUD" thus
replacing HUD symbology during off axis viewing.

3.3 Interactive Voice Issues Capabilities and Limitations

Over the past decade, interactive voice technology has been
progressively viewed as having the potential to reduce pilot
workload. Noted advantages of interactive voice as a cockpit
interface include: 1) offlocad of cognitive tasks from
saturated visual/spacial resources to the auditory
processing channel, 2) the facilitation of “eyes out",
*hands on" operations, and 3) "natural®” and "direct" data
access.

This potential advantage has been formalized most concisely
by Wickens Multiple Resource theory (Wickens, Sandry, and
Vidulich, 1983). The theory proposes that the workload
agssociated with any task is mediated by two primary factors,
1) the compatibility between input and output modalities,
and 2) the degree of competition among limited resources
during concurrent or time shared tasks. Predictlions are that
1) spatial tasks will be better performed when mediated by
visual input and manual output, and that verbal tasks will
be more efficiently performed when mediated by auditory
input and speech output, and that 2) the performance of
concurrent tasks will be easier when the tasks use resources
from discrete input and output modalities.

The implication for cockpit tasks is that while tasks which
are spatial in nature, (such as flying, target designation,
etc.) may be better suited to visual cues and manual
responses, other functions of a linguistic nature (eg. data
entry, avionics mode selection, etc.) may be better
accomplished using auditory/speech processing resources. A
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further implication suggests that significant workload
reduction could be accrued by careful allocation of
concurrent tasks to non-competitive processing modalities.

Support for the effectiveness of interactive voice in
reducing pilot workload has been provided by a variety of
basic and applied research studies. Results of a number of
studies comparing voice and keyboard data entry for input
time, accuracy, and simultaneous tracking task performance
(Coler, Plummer, Huff, and Hitchcock, 1977; Skriver, 1979;
Poock, 1980; Poock, 1981; Jay, 1981; Ruess, 1982; Simpson,
Coler, and Huff, 1983; Aretz, 1983; Simpson, et al 1985;
Beckett, 1986; Szerszynski, and Van Loo, 1987) have shown
that voice input provided a marked advantage with respect to
secondary task performance. That i1s, when target tracking or
flying a specified profile was required to be performed
concurrently with data entry, there was a significant
positive impact of voice input.

The implication of this for cockpit tasks is that while
certain tasks which are spatial in nature, (such as flying,
geometric designation, etc.) are better suited to visual
cues and manual responses, other functions of a linguistic
nature (eg. data entry, avionics mode selection, etc.) may
be better accomplished using auditory/speech processing
regsources. A further implication suggests that significant
workload reduction could be accrued by careful allocation of
concurrent tasks to non-competitive processing modalities.

Achieving these advantages in an operational environment
relies on a robust recognition system. While, current speech
systems vary widely in recognition accuracy and processing
speed, the most mature have been demonstrated to perform at
about 98%-99% accuracy under laboratory conditions (Simpson,
et al, 1985). Robust performance (98%) of speech recognition
systems has alsc been modestly supported by field studies
(Poock 1980, 1981) for vocabulary sizes up to 240 words.
Noise, which at one time posed a major challenge to speech
system performance has been successfully overcome through
the implementation of noise cancellation algorithms, and
noise cancellatcion microphones (Coler, 1982; Joost, Moody,
and Rodman, 1986; Szerszynski and Van Loo, 1986).

Not all evidence however, points to optimism with respect to
the cockpit integration of interactive voice. First of all,
there is a lack of guidelines for associating task
characteristics with specific processing channels. While
some tasks are clearly dominated by a discrete channel,
others appear to utilize multiple channels and are therefore
difficult to assign to a specific input/output mode. In
addition, the allocation of cockpit functions based on the
assumption of resource competition is extremely dependent on
specific cockpit configuration, mission scenario, and
mission phase. Finally, environmental and psychological
factors can have a severe impact on the performance of
speech recognition systems. Speaker variability, due to
stress, acceleration, fatigue, etc. can severely degrade
both system performance and the users capability to
effectively interact with it (Hecker, Stevens, von Bismark,
and Williams, 1968; Porubcansky, 1984).
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Intelligent processing can be exploited to mediate a number
of the integration issues associated with interactive voice.
For example, limitations imposed by syntaxing requirements
can be attenuated by real time selection of syntax based on
current aircraft state. Furthermore, flexibility approaching
natural language interaction can be approached by
implementing "wordspotting” techniques rather than strict
vocabulary syntaxes. Another advanced processing application
for mediating cockpit voice integration is the use of speech
models under acceleration and under stress to compensate for
changes in spectral characteristics which may degrade
recognition performance.

4.0 Summmary

The infusion of advanced processing and automation has
generated a need for a more effective control/display
interface. While a number of emerging technologies have been
proposed to meet this need, current limitations hamper their
direct transition to the cockpit. At the same time, the very
capability which has created the need, can be exploited to
mediate the integration of new controls and displays thus
attentuating the impact of technology limitations. The
specific implementation approach however, must yet be
defined. Close coordination between research in advanced
automation and artificial intelligence and research in crew
system designers is required hefore an effective integration
is achieved.
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SUMMARY

Much of the Human/Electronic Crew literature has examined the joint Humn/Computer decision making., This
paper takes a8 its starting point Rasmussen (1983)'s proposition, that the control systems designer, the operator and the
cantrol computer are considered as cooperating decision makers Le. much of the decision making is embedded in the
system design. The proposition is adapted hers 10 consider the HC, the EC, and the project design community s
cooperating decision makers. This paper examines the implications of this proposition for the design process. It
inroduces tha concepts of 'design community’ and ‘erbedded dacisions’, with & simplified history of the design
Frocess evolution to date. It is projectad that to achieve greatsr safety or parformance in furure systems, more decisions
will have to becoms embsdded, with more knowledgs built ineo the cockpit. Design decision making is then examined
© assess how mmch of this could become embedded, and w identify the chmges required in the design process to allow
this t0 happan.

PREFACE

About ezt years ags (Raf 1), it was put to ms that we more or less knew how to go about designing a traditional
knobs and disls cockpit - the only problem was that peopis didn’t want them sny more, they wanted cockpits with
CRT's in themn, and we didn't know how w0 design these. Since then, there have besn major advances in the
availability and use of simulators md protwotyping tools, formal notations, front-end analysis, Human Pactors ressarch
findings, strategies for aircrew participation exc., with s concamitant incresse in ths design and development cost.
However, bafore long we shouid be able o claim thas we have the CRT cockpit design process under control. The only
problem will be that...... by then, peopis won't want them sy more, they will want cockpits with Intalligent Support
Systems or Electronic Crewmembaers in them. At the moment, we don't know how 1o go sbout designing these. This
paper examines soms of the changes nesded, and identifies some findamental stumbling blocks. Much of the change
cmn be summsrized by saying that in the move w CRT cockpits, we have had to explore much of the "how” of a
mission; for the H/EC cockpit, we will also need o explore the “why".

1.  THE DESIGN COMMUNITY

In the limiting cave, & project design community could be the global popuiation; whilst cockpit review meetings
can fosl liks that, the normal business of crewsiation design currently takes place in & largs but managesbis network of
personal congacts, with & certain amownt of mandasory snd congracsl strucnae i the background. The limits on
manageability are cased by muldi-sits, multi-national working, rather than the demands of the job itseif,

The resson for examining the dasign community concept is the concem ( and regret) that if the process of
embedding more inowledge snd decisions is 10 continue, then thers will have 10 be changes 1 this community. If the
cost of this embedding process is to be contained, then the flow of information and knowledge through the commmnity
will have to becoms still more formalized, and more tightly managed.

The nature of the design commaunity sround a project depends upon whether the project is military or civil, simed
at performance or safety. A typical list of the community for a military, performances oriented project would include:
- the customer represmitatives
< cockpit avionics deti
- cockpit sructural desighers
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- Human Factors specialists

- company test pilots

- customer, and test establishmaent tast pilots
- test establishment formal representatives

- various resezrchers from establishments, perhaps universities
- project managemant peopls from evarywhere.
- at some stage, raining and training simulator people
- sometimes MPT (Manpower, Personnel and Training) specialists
Future systems in the UK are likely to have the roles of all these parties mapped out in a stakehold lysis (Ref 2).

The number of people invoived in a project reaches a dramatic maximum when things have gona wrong, say after
am accident. Soms i ting Japaness work (Ref 3) has conductad datailed analyses of how information flows
through such a wide comnmunity, and how it varies over time and with sccident type (e.g. Fig 1). The intention here is
(0 use it a5 an exampls of overall information flow, because the examples given below are very localized. The
contention is that EC will affect a conumunity almost as wids as this.

The concept of Tnowledgs as & group produ: vithin a design conmenunity has been investigatad by Poitou (Ref
4) int the developmant of s CADVCAM system. He points out that knowledgs is both collective and contingent, and
sums up a3 follows “.Jnowledgs at work in mn industrial outfit is neither homogensous, unified, consistent,
comprehensive nor stable. It comes from diverse spatial and tempora) origins, it is mads up of disperate pieces
distributad among the membars of the firm, according to their position and rols in the division of labour; chunks of
knowledge ars worked out with respect 1o peculisr if not divergent constraints, intarests and goels; becanss
technological, economical and organizational factors evolve according to different rhythms, the body of knowledge is
never compless nor stable.” What holds for CAD/CAM holds for the knowledge that goes into a cockpit in human and
electronic form.

2. EMBEDDED DECISIONS IN DESIGN - SOME EXAMPLES

This section describes soms exsmnpiss of emnbedded decisions in past snd present systems. They will then be
used to0 explore cooperative dacision making as it stands and as it msy have to becoms.

2.1 ENGINE LIMITS

In the scarf and goggles/knobs md dials cockpit, decisions s o engine limits could well have been left 1o the
pilot; no markings on the gauges, inadequats instrumentation, ad considerable use of directly sensad information
(smoks and the smell of burning oil). The pilot may well have had only & ‘surface model’ of the engins domain. In the
HMD/CRT cockpit, the mors highly trained pilot will aimost certainly have s ‘deep model’ of enginas (and the ons he is
flying with in pasticular), snd the designers will have used their knowledge ® decids how best to help the pilot. Their
knowledge is used 1o maks decisions sbout the domain (i.e. predictions of likely engine bshaviour), mud about the task
(what help the pilot is likely 10 need whan). Thess decisions sppeer

- 13 susomation (e.g somatic syt off with overspesad on startp, bast seczings for low noise climb outs),

- a8 default settings (e.g. what 10 do following mn engine failure under a particular set of circumstances), snd

- a8 indications (¢.g. remaining range/tims, making assumptions about fuel flow), or

- a8 Linits on temxpuratwre and speed, (deciding that the pilot should not excesd thess vaives).

For EC 10 manage the engines and to kesp the pilot in conzrol, the collactive decision making will nesd to change, with
yet mors decisions made in advance.

2.2 TORPEDO RELEASE (techical knowledgs obuained from (Ref 5))

Mmmmm«mmwwnmummmel
between & sensor operaor, & helicopeer controller and the pilot (for MATCH), or just in the head of the pilot (say in the
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Fairey Swordfish). Knowledge from trials orgmizations and OR specialists continued to be put into HC's by simulator
training and in more complex tactics manuals. Soms decisions shout optimum torpedo performance would be
embedded ingo the various sentings availabis for selection (say for rangs or depth). Compuserizad tactics and racking
computers have embeddad a multitads of decisions, for example about likely target manoetrvre capability, about how ©
combine data from different sensors, about how best 10 release a weapon in relation (0 & particular target geometry.
There have besnt numerous stempts, usually unsuccessful, to build decision aids © add w the knowledge incorporated,
and to aggregats it more compietsly. Becsuse of computing limits, and to keep the HC/computar and HC/Ti

dialogus simple, the decisions embedded are often simplistic, and known to be 50 (e.3. items such as cookie-cunter
rimges, weapon acquisition charscteristics). There is 2 strong conviction that KBS wechnology will crack this mu and
yield large performance benefits with s H/EC crew. Achieving this will have implications for cooperative decision
making(HC, EC, Design Community).

3. COOPERATIVE DECISION MAKING IN DESIGN AND USAGE
3.1 STATEMENT OF THE PROBLEM

“The bad news is that, in our opinion, we will never find the philosopher’s scone. Wa will never find a process
that allows us t design software in a perfectly rational way. The good news is that we can fake it. We can present our
systam to othars as if we had been razional designers, and it pays 10 pretend to do so during development and
maintainsnce."(Ref 6). Hers, Parnas and Claments’ good news spplies 1o the documentation of CRT cockpit
from the collactive and contingent namre of the inowledge involved. Tiwee sspects of dasign decision making are
considerad:

- dealing with rational goals is difficult in both design siding and tactical decision aiding,
- the number of rational design options © gensras and considar may poss great difficulties,
- thate are aspects of design knowledge that may not yield to rational approsches or documentation.

3.1.1 RATIONAL DESIGN GOALS

It is generaily socepted that the H/EC dislogue will hiave 1 bs underpinnad by s shared understanding of goals
and priosities, and indeed the diakogus is likely % inciuds them explicitly. Most computer-based design aids inchude
some sort of goal hisrarchy, with weightings. Agampts tw evaluass rational design sids, or 10 put them into resl use are
thin on the ground, and by and largs umuccessful (Ref 7) although thars have besn some vary promising syswxns put
into timited use (notably the woek of DOI in the 1970's). Most have used decision analytic weightings, similar o msmy
experimental tactical decision sids. Ths latest attampt in this direction is Gilb's Design by Objectives (Ref 8, snd
underlying much of the thinking in Ref 2), and it will be interesting % see how this works on large systems. Current
resesrch into knowiedge besed sids 10 design decisions finds thess decisions very hard io capaire, and the knowledge
supporting them t© be particularly shmsive.

3.1.2 RATIONAL DESIGN OPTIONS

If the aim of introducing the H/EC is safacy, then one avenus is 1 pursus Sheridm's distinction of the UNK and
the UNK-UNK. The UNK (unknown) is a nasty {ailure condition or combinstion of failures that we design for. sd
strive o avoid. The UNK-UNK is a circumstancs (or which we do not have a scenario, and the main reason for
having the HC. The first approach is to generats as many UNKs as possible, snd thereby reduce the UNK-UNK's.
How big would this expension have © bs? An malysis of 100 shipping accidents (Ref 9) found chat the member of root
csuses was betwean 7 and 58, with & median of 23. The medisn number of gatss per nerwork was 12, indicating that
the number of sesps between the remosest (Troot) causes and the final consequences was (airly largs. (Ondy 4 of the 100
accidents occurred without sy preceding human etvor). An expansion of this order sounds harrendously expensive,
and difficult o do. One reason for conducting s staksholder analysis, and having a design community with diverse
inseresty is 0 avoid the ‘groupthinic’ (Ref 10) inevitable in & commisted design tsam. The poims 1 nots for the fuare
e 3) generating scertarios sxd assessing their likelihood is & fragile process (Ref 11), b) any changes to the design
process must encourags 'vigilant decision making'. rather than expand the influence of groupthink., and c) the
boundaries for designar-user responsibility may become a legal baleground in product liability suits.

3.1.3 ASPECTS OF DESIGN KNOWLEDGE

91




2

Twining (Ref 12) has mads the distinction betwesn grudsntial and normative grescriptions; a pradentisl
prescripion is a working ruls of thumb, which provides guidance as o how w0 schieve a certain objective (it provides
means w ends). A normative prescription is & judgement sbout what constitus good or 1swful or valid conduct.
Writing primarily in a legal corext, he is intarested in the problems of detsrmining the scope and mesning of normative
prescriptions. The line of investigation here is the extent to which EC can make uss of normative prescriptions.

A majoe investigasion ino distinctions of this type has been mads by the philosopher Jurgen Habermas. His
thinking sppears to be on the following lines (this is & gross simplification of McCarthy (Ref 13)). Action ca be
considered from & number of viewpoints, representing different momants of action, or different aspects of an action.
Purposive-rational action comprises instrumental sction and strategic action. “Instrumental action is governed by
technical rules based on empirical knowledge. In every case they imply empirical predictions sbout observabie cvents,
physical or social.” Strategic action is part-tschnical, part-social and refers o the decision making procedure, and is at
the decision theory level, e.g. the choice betwesn maximin, maximax e, and needs supplementing by values and
maxims. Communicative action “is governsd by consensual norms, which dafine reciprocal expectations about
behaviour snd which must be understood and recognized by af least two acting subjects. Social noems are enforced by
sanctions.......

Violation of a ruls has a different consequence according to the typs. /acompetent behaviour which violatss valid
technical rules or strategies, is condamned per se 0 failure through lack of success; the “punishment” is built, so ©
speak, into its rebuff by reality. Deviant behaviowr, which violates conssnsual norms, provokss sanctions that sre
connected with the rules only extemally, that is by convention. Leaned rules of purposive-rational action supply us
with skills, internalized norms with personality structures. Skills put vs into & position 1 solve problems, motivations
allow us w follow nonms.”

Instromantal action sesms quits tractebis with IKBS technology; it is poasible 10 use empirical data to embed
decisions about predictions of physical behaviour, and thess can be embedded as surface rules or as desp models.

Strategic action is rarely explicit in design at present. In principle, it is possible 10 capture this with [KBS
technology, whather it would be practical or plsasant remaing © bs semn. The exampls thet the suthor has experienced
hag besn the necessity o maks explicit the varior= threat priovities and to have thass available for editing. The process
of ~apeuring all the “what-if” sltematives will be time-consumning, but necessary if the H/EC is 10 have an input. The
major probiem is that public models of the task fall & long way short of the actual job, and as yet it is not obvious how
™ maks good the gap in a way that sccommodates the UNK-UNK, or oftan the UNK.

Comenunicative action sesms © be the most intractable; if explanations are possible (and they are supposed w© be
mandatory for expert systams), then they will consist of chapear snd verse of ths regulations, or the mirmues of a
masting,” in which i was agresd that...”. The difficuities of sccommodating, legitimizing snd embedding decisions of
this astxre have been described by Hopkin for ATC (Ref 14) * A product of working in wans is the development of
informal group practices and procedures, sometimes refarrad 10 as short-cues, which congrollers have svoived to deal
with pasticuler kinds of simation that arise snd were not orfginally envisaged ia the systam design. Such practicss
evolve for g0od ressons.....some axisting shovt-cats camot sppaready be openly acknowledged during AERA 2
planning, yet it seams vital that they are. Decisions must be taken w discard or 1 sanction them. If controllers would
be penalised in AERA 2 becanss existing short-cuts would infrings s system ruls, 30 thet they no longer adopt them,
AERA 2 could bring reductions rather than increases in traffic hmdling capecity.” The only way out of this Hobson's
choics is a radical change in the response charscesristics of the design commmmity in its widest senss, and as explored in
Ref. 2; a systam ss large as that is unlikaly 10 exhibit rapid response rases.

Twining has propossd a diagnostic model for the interpretation of normative rules, with 4 stages examining;

- conditions arising before the ruls came into existence

- difficalties and errors st the ruls making stags

- conditions conxring sfter ths creation of the rule

- special features of the particulsr case.
Whilse this appesrs © be s excallax model for the human inserpretation of (legal) rales, the prospect of conducting
such an investigation in such & way that BC can make the necessary inssrpretation on-line sounds horrendous.

Any partionler design decision may exhibit & mixtare of all three of Hsbermas' categories (hence the use of the
term sspect). However, the mesns of embedding & decision, or the possibility of doing this, depends on the mix. The
user insrface is traditionally full of political decisions mesquerading as wchnical ones. This very delicats area will have
© be laid bare if H/EC is 0 work in any comprehansive manner. The exampiss that follow are an atampt 1o look af the
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cooperative dacision making now and in the future,

3.2 EXAMPLES

3.2.1 ENGINE LIMITS

The author's actempts 1 obtain m understanding of engine limits in terms of instrumental action met with

stonswalling. It became clesr that there wers other forces at work. These are shown in Fig 2. The question is - how is
EC 0 kmow wham (s)he can exceed limics? Further, will (s)hs be any use if (s)be can't?

32.2 TORPEDO RELEASE

The transformations, blockages and problems of incorporsiing s full understanding of torpedo releass

requriments into current systems are shown in Figs 3 and 4. Thae difficuities of overcoming thess seem formidable. Do
we have ©?

CONCLUSIONS

Decision making is shared betwean HC, EC and the design commumity.

To achiave the parformance or safsty benefits hoped for, the design decision muking will have to change.

Much(?) of the decision making in design is not solaly techaical; for EC 1 access this will be very difficult.
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TRUST AND AWARENESS IN HUMAN-ELECTROMIC CREW TEAMNORK

R.M. TAYLOR
Royal Air Force Institute of Aviation Medicine
Farnborough, Hampshire, UK

“"No lesson seems to be 30 deeply inculcated by the experience of life as
that you should never trust experts”. Salisbury, Letter to Lytton, 1877.

1. INTRODUCTION

The purpose of this paper is to examine the relevance of trust and awareness
for teamwork in the Human-Electronic Crew. The concept of the Electronic
Crewmember or EC has been recently extended to include more clearly the ability
"to make dacisions that may be critical to mission success and survivability"”
(Ref 1). This indicates fresh optimism about the potential applicability of
Artificial Intelligence (Al)/Knowledge-Based Systems (KBS) technology for
assisting decisions in uncertainty, when the outcome is not definitely known or
knowable. At present, judgements in uncertainty are an entirely human function.
In Courts of Law, Juries are required to make judgaments of guilt only if
certain beyond any reasonable doubt. War, of course, is "the province of
uncertainty®. A functionally effective relationship between the human (pilot)
and electronic crewmembers has been characterised as a synergistic partnership
based on teamwork, grouping togather to do the jobs that one person can't do
alone. Key decisions in uncertainty could involve both crew-members, with EC
providing advice and decision-support and, if necessary, making decisions
autonomously with both active and implied pilot congent. The important question
ia: Bow can we make this team work?

Trust and awareness have been postulated to be essential ingredients for
effective teamwork in the Human-~Electronic Crew. Improved "situational
awareness"™ is a major design objective for future Intelligent Systems (e.g.
USAF's Pilot's Associate Programme). It can be argued that awareness is
necessary if the pilot is to make conscious choices and act adaptively when
dealing with uncertainty; awareness of performance is not necessarily involved
in skilled, automatic behaviour where there is no uncartainty and no choice (Ref
2). Similar "awareness"” will be necessary for the EC to act flexibly and
adaptively; to learn, change and evolve in an humanistic "intelligent" manner.
Some common awareness and knowledge is essential for effective teamwork. But
there is uncertainty about the extent to which all levels of knowledge and
awareness need to be commonly held or shared between team members. When
functions and tasks are distributed, and knowledge and awareness are divided,
trust between each partner becomes an essential feature of successful teamwork.
Trust will be necessary if the pilot is to rely on the EC for assistance in
decisions critical to mission success and survivability, particularly with
automatic task allocation by implied consent. If distrust exists, rightly or
wrongly, the full potential of the partnership will not be realised.

Both trust and awareness are abstract concepts. They may have behavioural
consequences; but they are not tangible experiences that can be observed and
meagured directly. Implementation of the requirements for trust and awareness
in the design of future Human-Electronic Crew Systems could be facilitated by a
clearer understanding of the factors affecting trust and awareness in current
alrcrew operations. What follows briefly describes recent IAM studiea using the
Parsonal Construct System/ Repertory Grid Technique to investigate how aircrew
understand or construe "Awareness” and "Trust®.

2.AWARENESS STUDY
The stvdy of Situational Awareness (SA) involved inte-views with 34 RAF test

aircrew, conducted in three phases: 1) Scenario Generation; 2) Construct
Blicitation; 3) Construct Validation. At first, descriptions of flight
scenarios involving SA were obtained from 10 test aircrew at RAF Farnborough and
Badford based on the following agreed working definition of SA: "Situational
awareness is the knowledge, cognition and anticipation of events, factors and
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variables affecting the safe, expedient and effective conduct of the mission”.
The 43 SA scenarios obtained were reduced to a set of 29 familiar generic
exanples, of which the following are typical:

Weather Approach: Low Awareness. Approaching to land at an unfamiliar

airfield, in poor weather, in an unfamiliar aircraft fitted with poor handling

qualities and displays.

Combat/Good Visibility: High Awareness. In air combat, you are behind your

opponent and over a familiar area with good horizon and height cues.

Next, the 29 selected scenarios were presented to 14 test aircrew at RAF
Boscombe Down to elicit SA constructs. Each construct was elicited using the
triadic method of scenario presentation. All 29 scenarios were rated on a 7-
point scale of the elicited construct dimension. A total of 44 SA construct
dimensions with associated scenario ratings were obtained in this way. Principal
components analysis indicated that 4 factors accounted for 65% of the total
variability in the data. The 2 major components, contributing 30% and 21% of
the variability were dominated by Situational, Informational and Attentional
constructs. Guided by this analysis, 10 generic constructs were selected for
further evaluation.

In the validation phase, the 10 constructs and 29 scenarios were presented to
10 test aircrew at RAF FParnborough for scenario/construct rating. The 29
scenarios were split into two arbitrary groups. Five aircrew rated each group,
giving two independent sets of data. Statistical analysis showed gimilar data
structures. Both data sets contained a component loading on constructs
concerning Understanding of the Situation (Information Quantity, Quality and
Pamiliarity). Two further groups of coanstructs distinguished between
situational factors placing Deaands on Attentional Rescuxces (Instability,
Complexity, Variability) and aspects of the Supply of Attentional Resources
(Arousal, Concentration and Division of Attention, Spare Capacity). Ratings for
the Weather Approach and Combat/Good Visibility scenarios are illustrated in
Figs 1 and 2.

FIG.1 WEATHER APPROACH: LOW AWARENESS AG.2 COMBAT/GOOD VISIBILITY: HIGH AWARENESS
Approsching 16 land &t an uniamiller airfield in POOr weaiher in an 0 2 combEt, You are DANID YOur ODOONGA! S aver & familer aree with
untamiller aivoralt Soed wilt pout hendleg QUAESeS and dlapiays. good horaxn and e cuss.
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Quantification in each of these three domains is needed for a comprehensive
measurement of aircrew Situational Awareness. Measurement of SA may provide a
useful adjunct or alternative to workload estimation when improving awareness is
an important design objective. For real-time applications, as opposed to
imaginary prospective studies, a relatively un-obtrusive approach would be to
rate Attentional Demand, Supply and Understanding as Low, Medium or High, as in
SWAT workload measurement, with analysis by conjoint scaling procedures. An
appropriate acronym would be TART for Taylor Awareness Rating Technique.
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The implications for teamork in the Human-Electronic Crew are that the 3C can
enhance pilot Situational Awareness in thres ways:
1) Coatrol Damands on Mtestional Rescurces. ﬂxumbcachundbyx
accepting unwanted workload, fusing data, reducing uncertainty.
z)wmmdmm EC can achieve this in several
ways: Prioritising and cueing tasks to obtain optimum attention-allocation
strategy in accordance wvith mission goals and objectives; Organising the
structure of tasks to exploit the available resource modalities; Maintaining
pilot involvement and activity at the optimum level for resource availability.
3) Improve Understanding. Mathods by which EC can improve pilot understanding
include: Presenting information in ¢ognitively compatible forms (3~D sound and
pictorial diaplays); Making accessible and sharing a wider-knowledge base
through knowledge communigation/dialogus techniques such as interrogation,
explanation and critiquing; Extending the pilot’'s relevant experience by
simulation training through gaming and mission pre-view facilities.

3. TMNT STUDY
The Trust study involved interviews with 50 operational aircrew on the two-
seat Tornado GR1 aircraft, following a contracted version of the SA study
procedure. Brief descriptions of 12 tactical decision-making scenarios
involving Trust were obtained from 8 aircrew from No 27 Tornado Squadron, RAF
Marham. Six scenarios concerned Mavigator decisions and 6 concerned Pilot
decisions, all made without consultation with the second crew-sember. In each
Pilot/Nav decision catagory, 3 scenarios were deacribed as “High Trust® and 3 as
"Low Trist®. Bach dascription was oconstructed to infer or contain specific
references to the information evaluated, to the alternatives considered and to
the choice of action or inaction selected. The following are typical examples:
COUNTER STARBCARD: PILOT DECISION/LOW TROFE. Flying low-level, with an enemy
approaching unseen on starboard beam, on hearing a "caunter starboard” call
from a buddy aircraft, without consultation, the pilot decides to break port.
COMMAND EJECTION: NMAVIGAYOR DECISION/RIGE YRUST. With the aircraft in a dive,
and the Pilot not responding to "recover® inputs, possibly suffering target
fixation, and with the ejection seat switch set to 'both', the Mav evaluates
the possibility of ground impact, lack of time, ground proximity and aircraft
attitude, and chooses to eject rather than to take no actiom.
The 12 selectad decision scenarios were re-presented to the 8 RAF Marham
aircrew, using the triadic method, to elicit congtructs that were important for
Trust. Twelve constructs emarged in this way. Eight potentially relevant
constructs were added, including Demand for Trust and Actual Trust (Supply).
Next, the 12 decision scenarios and 20 Trust constructs were presented to 42
Tornado aircrew at RAF Laarbruch and RAF Bruggen. Eighteen Navigutors rated the
Pilot decisions on Trust constructs and the Navigator decisions on Awareness
constructs. Twenty-four Pilots gave Trust and Awareness ratings on the
Navigator and Pilot decisions. Principal co-ordinates analysis indicated that
the Awareneas ratings had a similar structure to that obtained in the SA
construct study, with three components accounting for 60% of the variance,
corresponding to Attentional Demand, Supply and Understanding. Analysis of the
PTrust data showed that 5 components accounted for approximately 65% of the
variability in the ratings. The 3 major Pilot Trust components obtained high
loadings on comstructs related to Riak, Judgement and Doubt. The 2 sajor
Navigator Trust components had high loadings on Judgement and Doubt related
constructs. Risk related constructs loaded highly on the 2 minor Nav
components. The componsnt constructs and Trust loadings are summarised below in
Table 1 with the constructs listed in dpproximate order of componsnt loading.
It can bs seen from the Trust loadings that vhereas Demand for Trust is
related to the perception of Risk, Supply of Trust is related to the level of
Judgement/Avarenédss and Uncertainty/Doubt. Demand for Trust genarally exceeded
Supply. The shortage in supplied Trust was greatest for the Pilot decision not
to carry out a low level weather abort when the Navigator considered the
conditions unsafe to continue (Demand ¥ = 6.05; Supply X = 3.05) and in the
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TABLE 1. . TRUGT COMNONENT COMSTROCTS
DOUST JUDGEMENT RISK
Doubt, Reqt for Consultation, Assessment Seriocusness of Consequencss,
Uncertainty, Probability of Judgement Impact on Survivability, Time
Success(~ve), Confidence(-ve) Awareness Press., Impact on Objectives,
Fnowledge Risk, Recoverability(-ve),
tngﬂr&q_ mtsmﬁ with Obj.(-ve).
COMPONENT PILOT #2 [ NAV 13 PIIOT #3 | NAV #1 PILOT #1 | NAV #5 NAV #2
TRUST/DEMARD NS N8 NS NS 0.668 us 0.783
Tm'l'/sumﬁ «0.437 -0.656 0.517 0.530 NS NS NS
VARIANCE 15 17% 17% 19% 18% 11s 108

Counter Starboard scenaric described earlier when the Pilot's decision to break
port went against expectations (Demand ® = 5.79; Supply 2 = 4.17}. Actual Trust
was highest for the Pilot decision to break right/left in response to an EW
wissile warning (Demand R = 5.84; Supply X = 5.79) and for the Nav's decision to
command eject, described earlier (Demand ¥ = 6.50; Supply ¥ = 5.38). The
individual Trust and Awareness ratings for the Couater Starboard and Command
Ejection scenarios are illustrated in Pigs 3 and 4.
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The implications for teamwork in the Human-Electronic crew are that EC can
enhance Trust in the following ways:
1) Comtrol Demaad for Trust. This can be achieved by minimising the risk in
making decisions and the negative impact on survivability; by maximising
recoverability after unsuccessful decisions; and by ensuring consistency with
mission objectives. The embodiment within EC of pilot intentions, agreed
goals, mission objectives, governing rules and rules of engagement,
exemplified by Asimov's Three Laws of Robotics (Ref 1), would provide the
logical structure for the behaviocur of each partner in a rational, congistent
and relisble rather than arbitrary manner. Governing rules are the key to
minimiging risk and reducing the dsmand for Trust, particularly if EC is to be
allowed to make decisions autonomously. Time pressure could be reduced by EC
anticipating decision and action requirements.
2) Dmprove Supply of Trust. XC can achieve this in two ways. PFirstly, by
reducing the uncertainty and doubt in decision-making, thereby increasing tha
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confidence and probability of a successful outcome. Secondly, by enhancing
the quality of judgement, assessment, avareness and knowledge involved in
decisions. EC can reduce uncertainty by limiting the number of alternatives
under considsration and by providing estimates of utilities, risks and outcome
probabilities (Ref 3). Practical methods by which EC can enhance Pilot
avareness were identified earlier. Applying judgement requires knowledge
about what to do with information (meta-knowledge). Judgement and the supply
of Trust would be further enhanced if, for instance, EC were able to assist in
problem recognition and formulation, in the generation and evaluation of
hypotheses and descision-making strategy, and in the evaluation of decisions
using feedback. This may require AI/KBS technology capable of handling more
complex heuristical propositions than "If, then” statemsnts.
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4.FINALE
The supply of trust and attentional resources should not exceed the demand nor
the demand exceed the supply. The former leads to gullibility and boredom, the
latter to suspicion and error. According to our more pragmatic aircrew, Trust
is "being able to get on with your own job without worrying about what the other
crew member is doing” ... "If it doesn't work, it can kill you; if it does work,
it can save your life” ... "Blind Trust is dumb”. All agreed that "real® Trust
(i.e. supplied) is built up through comsunication and experience as a successful
team. Proving that EC deserves to be trusted is the challengs. Trust is proven
by resolving doubt through knowledge, communication and awareness. 3lind trust
is a naive strategy, implying an assumption of certainty without knowledge and
avareness. The only certainty is that nothing is uncertain (Rien n'est sir que
1a chose incertaine). It is better to begin with doubt and end in certainty,
than to begin with certainty and end in doubt. Distrust and doubt is the wise
strategy of the novice.

Trust one who has proved it. Virgil, Aeneid, 70-19BC
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Pilot Vehicle Interface Management
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i control fanctions, offensive functions (e.g., intercept planning and attack), defensi
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The tailoring of display formats is becsuse the pilot needs different information on
different missions, aceoss phases of 3 Mndmwl&ham.wwgm
the various events thet may occur. One solution is 10 have the select system operating
modes that tailor the contents of his display suite to mission such as take-off, departure,
earouts navigation, air-to-air combat, combat, and approach. For example, selection
of the approach mods brings up a Head-up mwmm
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high level pilot commends 0 reconfigure information (e.3.,

low fuel solution™). oumm-q.ummmummm
command the PVI Manager © to sepport pilot actions that normally
follow. As an exception 10 the rule, the PVI Manager may %0 soms critical events,
m-;wm-w&umw% that takes
requires intensive analysis of pilot preferences and information processing capabities.

As part of display tailoring, the PVT Manager can also facitizase access % controls that
m:ldmm “&mm&-uv: touch
scroens, cursors, and bezel switches. On current aircraft, for exampis, piloes ofien have % cope
with embeddad menus that require excessive mammmm
can aid the pilot by making the controls that he is likely 10 use in & given cnsily available.
3. ADJUST THE COMPLEXITY OF DISPLAYS

In an old joks, & 8 group of fellow pilots ssys "The one thing that we pilots
can agres sbout is that we all send to with each other.” And then, from the back of the
room, s Joud voice “That's not between pilots, particularly with
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mmmmhmwmm«nw across time
due 10 numerous physical and psychological factors.

As described above, the PVI Manager can help 10 alloviate these problems by giving the pilot high
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leve! control over the contents of the display suite and individual formas through the selection of
MWMm«WWgowmmm As importantly, the

should be able to control the ity of individual display formats by directing the PVI
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Electronic crew ﬁhmmm“ﬂ“n&zmm‘
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him critical information he mey need. Humsn aircrews nood extensive in team
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communication from alectronic crew systems. M$
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electronic crew systems. He may choose commands that provide direction or otherwise
constrain the response of the electronic crew systems. Thﬂnnhm&hauhhpﬂu
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A prototype PVI Manager has been developed as part of Bosing ressarch oa avionic expert systems
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The purpose of this paper is to present the concepl of the “Electronic Copilot™ now in s fessibility stage
at DASSAULT-BREGUET under DRET contract 88-34-407.

it first Hiusirate the state of the art in sircraft applications of A.l. fechnology at DASSAULT-BREGUET.
Then s general presentation of our works relstive to the “Electronic Copilot” shows the importance of the
Man-Machine interface. The techniques investigaled by DASSAULT-BREGUET with various partners. in
order to tackie the problem are reviewed.

In the A.l. domain some interesting research are:

®  Uncertain and temporal informetion processing.
¢ Real time inferring for on-board A.l. systems,
e Cognitive madefing of the pilot...

Concerning M.M.I. problems some new ideas are:

Pertinent announcement of cautions and warnings,
Synthetic data presentation, especially terrain data files,
Workioad assessment experiments,

Voice interactive devices integration,

Sterecscopic pressntation...

A perspective on s future system integrating these techniques for the benefit of the pilot during a low
sititude ingress mission Hiustrate the concept.

Artificial Intelligence at DASSAULT-BREGUET

Since 1881, the Artificial Intelligence teams of DASSAULT-BREGUET have been implementing various
systems for aircraft applicstions.

Some of the major developments are:
® In the context of sir combet simulation

Air combat has been the subject of many studies at DASSAULT-BREGUET. An expert system has
been deveioped 10 simulate dogfights (CHAMPIGNEUX 85). This expert system is capabie of rea-
soning from the tactics and strategies acquired from the specialisis’ experience in order to fly a
combat aircraft against a single opponent.

For multiple aircraft engagement, it has proven necessary io creale expertise without collecting

rules from human experts. Automatic learning appeared o be the answer to this problem. To

demonstrate the fessibility of this approach and study the methodology required for implementing

these techniques, experiments on a real application were initiated in 1985, and a software environ-

ment to perfect the expertise in multi-gircraft combat tactics by automatic learning has been created
. (GILLES 88).

¢ In the CAD/CAM context:

An environment {0 aid a mechanical designer has heen studied. it allows the designer to modify his
mechanism and 1o verify its consistency easily and quickly. A knowledge-based system anaiyses the
maechanism in order to deducs the functional dimensions and a reassembly aigorithm. A prototype
of this system has been successfully tested on saveral aircrat mechanisms (HUTT 88).

® In the securily analysis context:

There is a strong need for failure analysis in the aerospace industry. The fault tree method is often
used to demonstirate the relisbilities of compiex systems. The design of such a tree for a given
system is an art and the graphic form of the iree express the sxpertise of it's designer. A software
package was developed with Artificial intelligence techniques such as functional programming and
object oriented programming. It allows interaciive analysis of the reliability of complex aircraft
systems such as the terrsin following system of the Mirage 2000N {CHAMPIGNEUX 88).
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¢ In various domains:

We aiso investigate the interest of Artificial Intelligence in technical diagnostic. natural langusge
understanding, software specification...

The Pilot Assistance Context at DASSAULT-BREGUET

Conducting penetration missions in hostile territory has always raised problems of workioad on a single
pllot. regardiess of the sircrat configurstion considered. These prohiams have generally been solved
by applying strict mission control rules or by adding a second crew member. However, in 8 single sealer
sircraft, 0m if the pilot is relieved of routine and repatitive tasks. mission control can be unacceptably

Considering that Artificial Intelligence could provide answers to these problems, DASSAULT-BREGUET
is working on & feasibility study of this approach for the aircraft of the 1990-2000 decade and the initiation
of the necessary research. This feasibility siudy is heing carried out by DASSAULT-BREGUET under
DRET contract 88-34-407 *:':# “Electronic Copilot”.

The “Electronic Copiiot® corresponds to a vast project which investigates the cognitive aspects related
to analysis of the various areas of expertise associaied with pilot aid and the computer science aspects
relative to implementation of Artificial intelligence techniques and languages in airborne systems

We strongly believe that the Electronic Copilot will increase the importance of the man machine interface
as It will generste a res! disiogue with the Pilot. This will require Artificial intefligence techniques not
only to generste displays or messages but 10 manage the pertinence of information depending on the
mission phases as well as on the history of the Pilot activity. it will be a central task for the Copiiot to
infer continuously the Pliot activity, and to exchange with him suitable synthetic information in order to
assist the decision process.

The Artificial intelligence Approach

Artificial intelligence techniques and languages can thus be used o model some of the pilot’s reasoning
processes in order {0 alleviate his workioad in a hostile environment or help him in complex, laborious
or repetilive operations, by transcribing in a compiter the expertizse and experience acquired by the
operators, the airframe manufacturer and the equipment manufacturers.

Unfortunately the present state of Artificial Inteiligence techniques do not permit a direct implementation
of the Electronic Copilot concept, and new research seem (o be necessary.

*  First of all the environment of a military aircrafl will not he a slatic well known and precise one.

In collaboration with the LIFIA, we are carrying a research in order to manage uncertain and
temporal information. Our approach is more heuristic than the fuzzy logic approach and we try 1o
take advantage of the operational expertise. This will allow reasoning about the certainty of infor-
mation, the quality and interest of hypothetical worids. and the confirmation of information during the
mission.

The Artificial Intelligence problems underneath are concerning the combinatorial explosion of hy-
pothesis, the modelisation of time and uncertainty. the connection of real world models with empir-
ical expertise of military missions.

¢  We siso decided to evaluate the resl-fime performance of Artificial Intelligence mechanisms as re- .
gards the constraints inherent in the suitability of an expert system for airborne use.

Any system operating in res! time is faced with two types of constraints:
= The consirainis specific to the data o be processed: the information is generally heterogeneous,
sometimes incomplete, unsure, even contradictory and in all cases, varies with time. To this

intrinsic nature of the data are aiso added the constrsints of exchanges by messages which are
synchronous or asynchronous, random and especially, independent of the processing.
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= The response times aliocated and the times aliocated for execution of the processing: a real-
time system must be abie to cope with pesk computation workioads, manage multiple tasks,
conflicts and interrupts, fiter data. etc. while complying with the time Hmits set. This necessary
control of execution therefore requires high processing power, processing managed by tasks
with different priorities, interrupt (evels in the processing, a 1ask scheduler, etc.

However, an Expert System is poorly prepared (o accent such constraints:

® The information processed is more often symbhniic than numerical, the data generaily have a
durable or sven fixed value, which means thal in most cases there are problems of nonmonot-

ony.

s It is difficult to predict the performance, in particular as regards the execution times of the rea-
soning process, as they depend on the siralegies used. the order in which the information is
processed, elc.

In addition to these constraints, there is ailso the problem of memory volume: Al applications are
generally “greedy” in memory requirements and all use a "garbage coliector” for memory manage-
ment. This resuits in:

A cost in memory recovery time
The requirement for dynamic memory management
Difficuities in interfacing with algorithmic languages. as the data do not have a fixed allocated
location
*  Problems of completenass if the memory size is limited
= Finally, an unpredictable execution time.

In the area of airborne applications, the real-time constraints mentioned are crucial and
DASSAULT-BREGUET in collaboration with ESD is studying thess problems in the domain of system
siatus evalvation.

Cognitive modelling

Our concept of the Electronic Copilot is clearly putting the Piiot in the loop. The Electronic Copilot
will only propose decisions to the pilot or present information pertinent for the Pilot decision process.
The Pilot will be free to accept or not the proposition and no automatic decision will be taken.

This implies that pertinent information should he managed in order to minimise the divergence with
the Piiot line of reasoning. For instance a particularly important point in pilot aid is fitering of the
slarms and management of emergency procedures. The pilot must be abie to supervise control of
the various aircraft systems in all situations, including failure situations.

The aid in understanding failures and managing emergency procedures. requires analysing the ef-
fect of a failure to inform the pilot, recommend actions 10 limit the impact of the Iailure and aler! the
pilot to degrading of the flight enveiope of the aircral

A characleristic axampie will give an idea of the difficulty invoived in this problem: A failure of the
brake system detected at M 1.6/30.000 i must not he handied in the same way as such a failure
occurring during approach with the landing gear extended In the first case. the failure must be in-
dicated because it may affect the choice of recovery hase or diversion base, but the pilot does not
have to make a snap decision. in the second case, the failure must he reported to allow a decision
to be made on whether or not to abort the approach in progress. The decision-making itself depends
on the availsble runway length and state, the ramaining fuel quantity, etc.

Such a problem requires taking the pilot workioad into account. because decisions must be pro-
posed with accepiable response times for the pilot. This means a real management of pertinent
information to the Pilot according 10 a cognitive model of the Pilot during rapid process controf.

A resesrch action has been initiated in this domain with the CERMA, based on the psychological
concepts of plans scripts and schemes.
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Man Machine interface design and Artificial Intelligence

More and more data are avaiiable in the core of the different computers filted in modern aircraft. In many
flelds this important amount of data is not ready fo be directly displayed to the crew (terrain files, e.g.).
Anyway crew don't like 10 be given important amount of data : ihey only wish to get the information they
need at the time they need. That is the reason why our Company is working for many years to find best
ways 10 dispisy information, taking in consideration that "a picture is still worth a thousand
words”. This work has led DASSAULT Company for many years fo develop in fighters. head-up flying
using velocily vector and energy rate for all the mission phases and adding very powerful high order
symbois in many other modes : for example the synthelic runway with associated guidance

§

)

We are now thinking that Al techniques can be very helpfut in this quest for best imerfaces (LARROQUE
87). The idea is to continuously adapt the display contents to the situation and 10 the pilot preoccup-
stions. Moreover Al driven cackpits are foreseen as nalural exiensions of our present know-how.

The importance of man-machine interface design has led our Company to make an aiways increasing
use of simulation techniques. Several loois are used o define the cockpit and all the software-driven
interfaces. Final assessments and adjusiments are made with an important participation of flight-test
teams in our simulation facility named OASIS (for Outil d"Aide A |1a Spécification des interfaces Systémes
i.e. Man-Machine Interface Design Tool) located in istres.

OASIS has been used mainly to develop the different versions of the MIRAGE 2000 and to design EFIS
fitted in many FALCON. Many works have aiso been made on OASIS for the RAFALE Demonstrator and
we are now in progress to define the new ACE RAFALE-D crewstation. We also have an important ac-
tivity of research in displays and controis for very low level penetration. MLS-landing, air-to-air multiple

engagement...

In order to know which are the best directions in our cockpit designs we sometimes use "workload as-
sessment” methods. it was the case with studies concerning on-board use of voice processing and its
relationship with other means of disiogue : displays. keyboards, dedicated or soft-keys... (BUSTAMANTE
88)

The “Electronic Copilot” study is now trying to merge our knowledges in both fieids Al and MMI. Some
directions appear as very promising in order to simplify from the pilot point of view the use of all the
sircraft functions. We will take heresfter an example to iliustrate how pragmatic is our approach due to
our strong willing (and need) of real future on-board applications.

But this state of mind doesn‘'t exclude other axis for our research. For example. we have also planned
with SOGITEC, one of our subsidiary, o study stereoscopic presentation. The aim is to use another na-
tural channel of the human perception. Experimenis are foreseen in this context using devices already
deveioped by ETCA (Etablissement Technique Central de |'Armement 4 Bagneux) in a simulator featuring
a new fighter cockpit. '

ALARM FILTERING : AN EXAMPLE OF Al APPLICATION

in conventional aircraft, failures and major events conterning ail the system are usually presented by
amber and red lamps. Most of the time the lighting of Iamps also iniliate warning tones. This kind of
device has many advantages especially simplicity. reliability. independence ... but from an MMI point of
view it presents draw-backs as :

o a systematic behaviour who doesn’t care about conditions in which the avent is happening. For
example. “AC generstor failure” can Nash if the gencrator fails or if the engine fails or even il the
engine is stopped. As 8 consequence crew are used to fly in some conditions (air-show presenta-
tions, e.g.) with systemalic alarms, they switch oul the audio warning and of course their ability to
perceive new signals and react in case of a “irue failure” is reduced. Another consequence is the
resuiting “Christmas tree” in major failures where the faullty element leads events in succession.
Many squares are flashing . among them you have to find the guilly {and the lighling order is not
always 8 good indication ).

o the crew has to divert his attention from the main task in order to know which is the displayed alarm
even if they don‘t have 10 react within a few seconds.

in the new generation a/c technology improvements make possibie data collecting and processing about
big mass of parameters even those concerning engine. hydraulics devices, brakes, fuet... Our Company

v
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is siready applying these methods for many years on the different versions of the MIRAGE 2000. On the
RAFALE we have taken advantage of this know-how to re-organise the caution and warning announce-
ment. First steps have been carried out on the RAFALE demonsirator and we are working now on the
pertinence of the announcement itseif.

On the RAFALE demonsiraior we have experimented a naw way for the presentation by the association
of a speech synthesis device and dedicated warnings in all the CRTs. The idea was mainly (o give the
pilot the announcement :

o gt the best place : the alarm has to catch the pilot's attantion ; this is obtained both by the sudio
warning and the fact that written messages are given at the same time in the Hesd-Up, the Head-
Level and the Head-Down dispiays.

e clearly : with the spoken message and/or the wrillen message the pilot knows at once the impor-
tance of the event, the concerned system and in the worse caees the recommended actuation or
manceuver.

To reach these aims we have decided to manage all the alarms in computers. The processing aiso in-
corporates somse filters taking into account conditions on engine status. position of the a/c in the flight
envelope, height above the ground, airspeed or ground-speed... The computers are aiso able to display
low priority alerts only if no high priority event is detected.

Using data and expertise collected during more than 300 flight hours on RAFALE demonstrator we are
now working with Electronique Serge Dassauit under contract from French Government in order to im-
prove the filtering process. Al techniques seemed to us very well adapled to trest this point. The most
interesting cases are concerning the behaviour of the system when for example, an unexpected engine
flame out can generate a lot of detected misfunctions in hydraulics. air conditioning, electricity... A sec-
ondary goal is to examine if some false alarms can be avoided by comparison of non-independent data.

CONCLUSION

Our belief is that Artificial Intelligence and Man Machine Interface Design will be strongly linked in the
future. This seems (o be a necessary step in order to aliow efficient management of complex missions
the Pilot will have to perform. The Electronic Copilot will be a good assistant for the Pilot if it can follow
the Pilot line of ressoning. This means that the Relevant Information Management will be an essential
task for the Electronic Copilot, and that Man Machine Interface Design should be considered as a field
of operstional expertise as well as tactical management or avionic system manasgement. We are now
working in this domain in order to aliow Human-Electronic crew. So. important efforts of DASSAULT
company in this fleld are essential for the design of hast competitive fighters.
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TER PILOT'S ASBSOCIATE: TODAY AND TOMORROW

by
Major Ronald L. Small, c»ed.a Carl 8. Lissa and Captain John P. Zenyuh
ALr Porce Wright Aeronmautical Laborstories (APNAL/PIGR)
wright-Pattezson AFB, OR 435433-6353 UsSA

Intzoduction

The ocontinuing evolution of fighter sircraft technologies is gener-
ating ascial weapon systeme that are fastezr, have greater range, and are
moce lethal than ever before. Unprecedented quantities of informetioca
will be available to future fighter pilots. Success and survival in the
future air combat arena will depend upen the pilot's ability to rapidly
assimilate this volume of informstion into an acourate ssmtal imsge of the
asrial situation and to make tims-oritical sissibn- based

data and muammaemm.mmm
Advanced Research Projects Agency and the kiz Foroe Wright Aeronautical

Labozatoxies are sponsoring the Pilot’s Associate . nhmzm;
ed ressazch effort has two prime contructors, L : Aeronautical
Systums Company and MoDonnell Alircraft Company. The Pilot's Asscciate

mqu lication emviromment for AI snd advenéed processor’
equu. develop an “elsctronic crewmssber” for a put-u’s single-
seat fighter aircraft.
mammmmmmozmrmum:.
and currest developmesit statusg; it postulates technologies reguired to
make the Pilot's Associate fully functional; and it concludes by asking
questions pertaining to the loog-term future of electronic crewmamber
technologies. :

Pilot's Associate MNodules

The Pilot's Associate design employs & set of six coopezating empert
systems to foram a decision support system for future fighter pilots. The
six ewpert systems are Mission Plannez, Tactics Planner, Situatiocn Assess-
ment, System Status, Pilot-Vehicle Interface and Mission Exscutive. These
GXPOrt systems must cooperate to sucoessfully perform as sn “electreaic
crowmsmber,® theredy improving the pilot's situational awareness, surviva-
bility and combat effectivensss (Piguze 1).
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Mission Plaanex. This expert system calculates the route Ltased on
such information as target location, fuel consumption, timing, threat con-
ditions, weather, terrain, pilot prefereace and rules of engagement. Rapid
response of the Mission Rlanner to unexpected mission changes increases
the pilot's flexibility and, therefore, probability for successful misaion
accomplishment

Currently, two search techniques are being evaluated for route
planaing: A* heuristic search (1) and dynamic programming (2). Because
it does a thorough space search for the route, the Mission Planner is the
slowast expcuting expert. But, because it uses more conventional pro-
grasaing techniques and a fairly limited rule base, it may becoms flight
worthy simply by optimising the conveational algorithm computations in
ailitarized hardware.

s WORPORS enployment,

Wrmmmmmmuzuwwn.
MMMM

mtmmmmmmom“mm-
nated two-ship tactics; but, only in coarse detail. For exasple, it can
plan beyond-visusl-zange air-to-air attacks from head-on, forward quarter
or heam. The Tactics Plannszr ensures that designated tazgets are assigned
a weapon so that there is no double targeting and no missed targets. In
m:mz:pmmmumummuum

uhumm.mmmvmmuunm

- responses plus greater flaxibility. If it recommsnds only a few tsctics
" in any given situation, it will becoms predictable; and, in air combat
predictable means wvulnszable. The framework exists to expand the

- knowlsdge base to yield s richer set of possible tactics for considera-
tion, but expamiing the knowledge base will mske the Tactics Plasner
slower not guickes.

The problems of flaxibility and responsivenses are pervasive
Wmvm'-muuiummemu. That
is, the Rilet's Associate needs to be able to respond to a wider variety
of situations and give quicker responses to thase situations. Because of
its pervasiveness, the issue of response tims is deferrzed until the "Wear-
Term Technology Requiremesnts” section of this papes.

Situation Assessment. The Situation Assessmsnt module is
responsible for gathezing data about the outside world (surface and
airborne) by correlating semsor data into fused information. It priori-
tizses threats amd taxgets based upon mission objectives, location, type,
and estimated threst intentioms.

The Situstion Assessor must work vith uncertain or incomplete data,
which is currestly ome of the most  problens facing AL
w:mmumma the. "Neaz-Ters Technology
Requirements” sestion of this papex). While Situation Assdssment assumes
mucmwmmmmm.ua:. it must

still
Postulating high lethality threats invelves identifying or uu-thc
threat type, caloulating geometry and detetmining wulnerability and

Oumn.y the Situation Assessment module sccounts for uncertain
data, but only by aseuming worst case conditions. It maintains this
uncertain threat abject data in preparation for eventually working with
ispezfect sensors. The Situation Assessor highlights threats that exceed
a lethality threshold, and it computes missile launch regione as part of
its threat attribute file.
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System Statss. This expext system monitors the internal aircraft
subsystems to diagnose and suggest corrections to error conditions with
the primery goal of determining a malfunction's impact on the mission.
System Status tracks aircraft capabilities to iaform the planners (Mission
Planner and Tactics Planner) what limitations to account for in their
planning activitiss. Plans that exceed current ownship performance are
filtered from consideration through this interaction between System Status
and the plannera. System Status must also eventually monitor the health
of the M.M't Associate system since it too is an aircraft subsytem
subject to malfunctions.

Cuzreatly, Sm- status can diagnose many system faults, and can
correlate malfunctions to determine a likely cause. This expert must
expand its knowledge base to provide full coveragé of aircraft subsystems.
It cannot rely oa algorithms to drav the required inferences to determine
the root cause of malfunctiocns; howevez, it can use subsystem (e.g.,
engine, hydrsulic) models to predict failures based on trend informstion.

Pilot-Vehiacle Iatexface. The role of the Pilot-Vehicle Interface
module is to mm.quuy process the information available to the pilot
rkload due

upon the curreat situation, relevant information content, relative
urgency, and pilot inteat and preferences. 7The lewel of detail presented:
to the pilot is controlled to provide only esseantial information during
time-critical aission segmeants. MNoze detailed explanations are available
during low stress situations.

Currently, the Pilot-Vehicle Interface accounts for adaptive
automation, informstion management, and coarse pilot intent inferencing.
Maptive sutomation functions, preset by the pilot, direct which functions
will be pecformmed by the pilot and which will be sutomated. This pre~
determination belps the pilot control workload for a given situation or
set of functions. Pilot intent inferencing is the most difficult Pilot-
Vehicle Interface task because fighter pilots need to be unpredictable in
combat. A bad inference could result in presenting unneedad information
or ramoving needed information, thus causing confusion. S0, not only is
intent iaferencing difficult, it is czitical tc user acceptance of the
Pilot's Associate. In situations where pilot inteat is unclear to the
Pilot's Associate, information can cover several likely possibilities.
Curvent intent modelling only reasons about active plans, and does not
chango displays if unsure about pilot inteations.

Informstion management uses inferred pilot intent, mission phase,
pilot preferences and an estimate of pilot cognitive resources to
construct displays. Information is presented aurally or visually
depending on the pilot's task losding. Curreat information management
functions provide for sutomatic display changes bssed on information

, which in turn are driven by maission phase, pilot preferences
and ueta-em information (e.g., aireraft malfunction descriptions).
Pilot task loading is estimated and considared for mode of presentation
based upon modelling the pilot as a set of processing channels: visual,
aural, left msnual, right manual and cognitive (3).

Mission BEmsoutive. This empert is responsidle for easuring the smooth
operation of the Pilot's Associate system. It does this function by
tracking and updating the mission's progress, plans, goals and

constraints. It 2leo establishes priozities for system actions,
recosmendstions, and computational resources. The Missioa Executive
mediates disputes between the other expert systems so that the Pilot's
Associste does not present conflicting recommendations to the pilot. In
addition it maintains the mission blackboard as the message center of the
Pilot’s Assoclate.
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Weax-Term Techaology ehents

The PA must operate in =time, that is, present accurate
information to the pilot when it is needed so that the pilot can make
timely decisions, take sppropriate actiocns, and improve combat effective-
ness and survivability. This need has several imwplications regsrding hard-
wvare architecture, software architecture, thtnq considerations and data
validity. Besides these Al technology issues, there are the avionics
issues of size and weight restrictions, and using embedded expert systems
in Ada on militarized hardware.

Eazdwaze. An important factor in making the Pilot‘'s Asgociate flight
worthy is determining a nma.msucemu-.ecmmlnzgu
restrictions and real-time needs. Curvently, the computer hardware used
for Pilot’'s Associate f£ills a large room. Obvicusly the general purpose
syabolic and aumeric computers entail the overhsad needed in a development
environment that would not be needed in the actual avionics architecture.
On the other hand, there is no confident way of determining (even within
an order of magnitude) the aumber and size of processors required to run a
completed Pilot's Associate because the research and development is less
than halfvay ocomplete. Whatever type(s) of processors are eventually
zequired, a parallel or distributed processing architecture must be used
toommml-un .
Azchitecture considerations addnn mlti-gzained parallelism:
coazrse, fine and a combination of both. Both types of granularity provide
advantages to this spplication: fine grain parallelisam for xule firing
and execution will provide firing rate; and, coarse grain -

planners. Mﬁu a mized parzallel azchitecture is appropriate to
achigve the goals of flexibility ({.e., meny plans under cossideration
simultanecusly), and responsiveness u.o.' msany rules firing each second).

Softwaze. Determining an appropriate software architecture is a more
difficult problem due to a lack of commercial products and researzch
experiences; whereas parallel hardware is available (for a price).
Operating systems, m.meoola(mhullladll‘;')mm
cutmuypulnou p.nu.laoteunud-mum.uly
reseazch phases: (0, {3), and Agora (6) are still being
developed, and may not be aveilable for use on the Pilot's Associate
program. Evea if they are available, there will not be many engineers
experienced in using these parallel tools on such a large project.

It is likely that LISP, plus variants, will be the predominant
Pilot's Associate programming language; but, Ada will likely be requized
for embedded airzborne applications. One of the tools, Agora, works with
the C programming language; so the transition path from LISP to C to Ada
seens

Amncémw-uwmmnm'ou.«unua
» easily understood, pilot-comprehensible manner. Lockheed's

Plans also provids the search space for mubu Pilot's h-oehto
actions and explamations. This planning framework is pazticularly
isportant for the Pilot-Vehicle Interface moduls which must undezstand
pilot actions in oxder to infer intent and explain Pilot's Associate
recommendations

Timiag. It is important in the Pilot's Associate's eavirommeat to
provide good answers quickly -~ the optimum answer does no good if it
arzives late. At this stage of the program, however, neither coatractor
team's system reasons about time, except in relation to mission phases.
'l::: is, & plan does not become cutdated just superseded by a "bettez”
plan.
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Anticipatory planning and scheduling, and tradeoffs in accuracy
versus speed are only beginning to get attention because "satisficing”
{the term for finding a “good enocugh®™ answer) is still an unresolved AI
research problem. MNeural network technology has demonstrated promise in
addressing satisficing (8), so techniques may become available for the
Pilot's Associate to find a good answer quickly.

The overall issue is that it is important to know the amount of
computation time available to solve a problem. Using processor time and
resources to solve a problem without having some idea of the time involved
is untenable. The high speed, high threat environment of futurs jet
fighters does not permit the luxury of exhaustive search paradigms. Here,
the Pilot's Associate will use prior knowledge of likely situations and
time constraints to prune some ansver paths before expending resources
making useless computations.

Data Validity. Dealing with uncertain data is another vital concern of
the Pilot's Associate. The impact of imperfect data affects the different
Pilot's Agsociate modules in a variety of ways. The Situation Assessment
and System Status modules must account for conflicting sensor data and
false alarms. The Tactics and Migsion Planners must account for worst
case and stochastic events to remain flexible. And, the Pilot-Vehicle
Interface must account for possibly erzrocnecus assumptions of pilot intent
to prevent pressnting useless information to the pilot.

Truth maintenance and reasoning with uncertainty are both curzent AI
research issues of great import to many applications. Their goal is to
account for data consistency and accuracy, as well as what to do about
backtracking dus to pzoven false assumptions. While progress has been
made =~ in part because of the technology pull from the Pilot's Associate
program -- there are still many research issues awaiting resolution.

Long Term

The current Pilot's Associate research and davelopment effort will
continue until 1992. At that time the Pilot's Associate is expected to
run in real-time in a full mission, piloted simulator. As for operation-
ally flying sxpert systems, hardware capabilities will probably limit the
USAF to portions of Pilot's Associate functiocnality flying on advanced
technology aircraft, for example the Advanced Tactical Pighter or Advanced
Technology Bomber, in the mid- to late-~1990's.

Prior to full operational incorporation of Pilot's Associate-like
systems, smaller-scale expert systems will undoubtedly fly aboard experi-
mental aircraft. In fact, some companies plan to tranalate expert systems
developed in LISP to languages supported by existing avionics architec-
tures for flight tests in the next few years.

Conclusion. The Pilot's Associate research and development progranm is
& major step toward operational spplication of electronic crewmember
technologies. Carried to an extreme, future programs may include davelop-
ment of fully-autonomous decision-making weapon systems, thersby complete-~
ly replacing human crewmembers. This development may not be desirable,
even though it may be technically feasible. Detemmining the desirabilicy
of replacing humans with computers in weapon systems requires addressing
some difficult issues.

Our purpose in this section is to pose some questions in need of
answezs befors replacing human pilots with autonomous elsctroanic crewmem—
bars: Are we prepared to let machines make decisions to inteatiomally
kill humans? Are we willing to allow a machine to not take over if the
human operator makes a fatal error? What about cost? The cost of life
support equipment for chemical, nuclear, and biological warfare may make
direct human control prohibitive for some missions; can we afford not to
replace the pilot?
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These questions highlight some of the iszsues to be resoclved as we

experiment with electronic crewmesber technologiss. As expeziments such
as Pilot's Associate continue, we should bagin to answer some of the above
questions to determine the limits to which we should go.
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EXPLANATION OF WORKSHOP ACTIVITIES
(Last Two Days)
WORKSHOP TASKS

The keynote address set the overail focus for the meeting by
presenting the following issues:

0 Is the pilot always in control?

How mature does the EC have to be to be useful?

How does the EC"s executive program function effectively?

what level of security clearance should the EC have?

Will the pilot-EC teaming philosophies be the same in different
countries?

o O O O

Ouring the part of the meeting devoted to paper presentations,
these issues were discussed very frequently, and when it was time
for the workshop portion of the meeting, the issues formed an overail
framework to guide the work efforts. However, in order to get into the
issues in more detail, additional structure was needed. The form on next
page X provided such a structure. Both of the key factors of the meeting
(Al and the Cockpit) were the main topics. In addition for each of these
topics, three different areas (state of knowladge, unresolved issues,
and potential directions) were condsidered in the discussions.

The participants weredivided into six multi-national teams, and
each team utilized the same form to structure the discussions. After
2 series of very lively interchanges, each team came up with its
conclusions for each of the six cel!; on the form. The team chairs
presented their conclusions in the plenary session of the meeting. The
six teams’results are given in Section 7.
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THE HUMAN-ELECTRONIC CREW: CAN THEY WORK TOGETHER?

WORKSHOP OBJECTIVE, To identify the state of knowledge, unresoived
issues and potential directions in aircraft applications of Al technology
and the impact on the cockpit of the Human-Electronic Crew.

EQBMAT OF WORKING GROUP ASSIGNMENTS

TOPIC
A
AGEND Al TECHNOLOGY [COCXPIT IMPLICATIONS
1. STATE OF KNOWLEDGE 1.1 2.1
Lavels of understanding. ” "
Current practice methods * ¢
and techniGues.
2.UNRESOLVED IsSues |1.2 2.2
_Areas of uncertainty. 7 7
Research and deveiopment . - 4
requirements.
3. POTENTIAL DIRECTIONS| 1.3 2.3
Altematives, Choicas,
Priorities ? ?
Costs / benifits. '

N.B. All groups to address all ¢sils in the order indicated.

(1) What is the currsnt state of the art nseded to suppc:t the ccncept of the HumarvElsctronic
Craw?

(2)What technical areas should receive the most emphasis in the immediate future?
(3)What sort of scheduie for operational application of this concept are ihe experts willing io
predict?

(4)How far will the concept be pursued I.e. are we moving along a path toward replacamaent of
the human pilot?

USEFUL QUESTIONS
PRIMARY - What? Which? Why?
SECONDARY- How? Who? Where? When?

PRIMARY - Operational (Environmental)
Technical (Physical, Computational)
Psychological (Social, Emotional, Moral)
SECONDARY-  Economical, Political, Physiological, Biological, Sociolcgical, Philoscphical.
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At first we discussed the assuiptions that. are aecessary to progress
from automation to AI. We conciuded that Al is needed if either the
uncertaincy of information or the complexity of situation attributes exceed
the human's attention span. Ths French approsch presestad at the meeting
offers expert systam sodules as optiomsl "add-on®™ capabilities. The US and
UK approach is more towards an integrated system. The functional modules we
identified as candidates for AI were as follows: Diagnostics (chbnhl.y
first to be available), Sensor Fusion, In~flight Mission
Situation Taxonomy (a very critical and necessary module), Sensor Illuq-ont,
Threat/Combat Management, Intelligent Cockpit Data MNansgement, and finally
the Executive, binding the others together and -uuuaq between them.

1.2. AL - Unresclved Issuss

There is uncertainty about wvhether or not we can really succeed in
building a fully developed real-time EC. Validation and Verification (V & V)
procedures for real-time systems present oritical issves which will determine
whether or not the EC concept can fully sucosed. Another critical issus is
whether or not we should allow machine learning? Must they learn? Can they
leazn? Should they learn? We concluded that they may be capable of learning
but thay must acquire nev rules or inference capabilities oaly with our
approval and consent. The last point was that AI dsvelopers are curreatly
working on tractable problem domains where progress can be easily made.
However, we don't know yet what should be dons to best serve operational
needs.

1.3.um-mnm

There is a controversy. Do we model human cognitive processes or do we
go just for results? At minimum what is required is a matrix or taxonomy of
situation attributes, reasoning processes and decision beshavicur attributes.
The issue is what can be achieved by pushing automation to the maximum? Do
we really want to do that? Is it the best way to go or not?

2.1, t tions - State of Kmow.

There is & need to re-address the requirements for cockpit controls and
displays resulting from the information explosion of Al system module
outputs. We can expact controversy over vhether this should be an
evolutionary or revolutionary process. We decided that at least the hardware
must follow an evolutionary process of developmsnt. Solving the information
management problem probably requires a revolutionary approach.

2.2: Cockpit Isplications - Oaresolved Issues

Integration is the key! The modules may be independently developed
because of the different personnel and capabilities of the Companies involved
in building the modules. The aircraft integrators must be capable of
explicitly specifying the functions and outputs oi the modules before sub-
contracting the development activity. As with the software, deriving the
requiresent specification for the modules is a problem. Other issues concern
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user ascceptance and trust and the selection criteria for pilots. The

'mu:u my change after the issroduction of AI systems.

Current engineering managemsnt and programms procedures 4o not
facilitate the infusion of Al in the cockpit. Government and the aircrafe
companies cannot easily attract geod AL experts. Avionies integrators are
often satisfied with limited automation solutions. The crew station
designers need authority to derive the development.of cockpit applications by
acting as sediators between the User and the engineers. The allocation of
control is a critical issus in teaming between the human and the eledgvronic
pilot. We agreed that Boys’ peper on levels of autonomy provides & good
systematic approach to inereasing authority or liabilicy of the XC.

T Se. 2
1.1, AJ Teshmelogy - State of Emcviedge

There has been lots of acadamic research on Al conducted in universities
rather than in applications environments.  During the 60s and 70s AI tools
wers transiticned to organisations interested in avionics applications.

These tools are now in place and accessible. The tools are beginning to work
on applications. They are mostly relatively simple applications. W%We have
not tackled the really difficult aress yet. Howewes, we are begianing to
learn more about diagnostics. One of the problams is that we have distracted

the acsdemic community sway from developing new tools and new representation
techniques. The available tools limit us to addressing only the simpler

systems. There may e s lack of appropriate tools to creats the larger, more
complex, sophisticated systems that are ultimstely needed.
1.2. A2 - ved Issuss

Achieving real-time AI is of course the key issue. Ve were particularly
concerned also sbout imowledge acguisition and machine learaing. Its easily
said that its just a matter of time and effort before the curreat limited AI
systems maks their mark. HNowever, in truth, we probably lack the .
represeatational technigues to 40 even that. Also, e are not sure vwhen ve
will have a full understanding about how to put all the knowledge in place.
Ws will have to have machine learning if we are inoapable of doing the
analyses to acquire all the knowledge within the bulgets available for
systems development.

1.3. AL Teckmelogy - Poesstisl Directicss

We discussed at length the requi~ements for pilot models. We all agreed
chat work on pilot sodels is needed. o were uncertain about how qgruuvo
this work will wa be? Will it be as aggreseive as the work oa error
sonitoring and automstic pilot error correceion? Should we anticipats the
pilot's nesds and give the pilot Al support whether its wanted or not. These
are ressarch issuss that need attention. The machines themselves vwill have
to be able to learn because of the knowledge scquisitien problsm. Mt we
should not aliow them to learn in mid-mission and then suddenly do something
néw. Learning should be done during a mission, but not applied in the same
sission. Learning should be part of the development effort. The lsarning
should be taken back to base to be certified for use in the air. After the
debrief, the learning will bDe fed into a bigger system with a batter picture
of the world. The system learns that “"Gee, now knowing what I know, I can
draw even bDatter conclusions”. But, we are going to have to have bstter
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pilots models and better learning models to realise these systess, wich a
larger knowledge base. Ons of the political issuas we identified was that
taiforing the system to the pilot is a mstter of configuration contral. If
mg;mmmmcﬁécmtmrunmﬁgmto:uu, thea all the
sydtymi will Be differenc with no configuration control. MNore importantly,
bed nabits cold ba introduced into the system. Certification is a big
problem for commercial aircraft. It may be less so for combst aircrafe. But
STANEVAL in the USAF has a strong hold. STANEVAL does not want differences
and seeks to reduce those difference. ) Co

e

2.1. Cockpic Iplications - State of Emowledge

We felt that the current state of Al will have an impact on the cockpit.
The things we are doing now will bs flight tested in ressarch environments.
AI is also influencing avicnic systems development within the companies. On
a simple level, it is not as yet clear how AI systems will be used. But we
think that the current state of cockpit technology can handle the,current
state of Al systems. However, what may be an important issus is that this
first generation of Al systems will only handle uncertainty using
“communicative action®. We do not have the knowledge to go much further.

2.2. 3 - vod Issues

There is a need for better understanding of the requirements for EC
functions. Current projects address the level of technology that we have in
place right now. To go further, we will need to build rapid prototyping
systems that will enable us to look ahead. It can't be done by mission and
function analysis alone. We will need to use simulation and rapid
prototyping facilities to gain experience with the cockpit implications.
Pinally, there is a whole series of soft issues that are hard to get
management to pay for. Trust is one of them. Political impact is another.
Also, the emotional needs of the pilot during combat need to be addressed.
All these are things that engineers tend to ignore but require study.

2.3. Mﬁ;w-mm

We concluded that an essential feature is comsunication between EC and
man. Only by establishing that communication can you achieve trust between
the two. Having established trust, through communication, the type of
information that you wvant has to communicate awareness of both the tactical
and strategic implications of any decision.

TEAN Mo. 3
1.1.uw-mumﬁ

There wvas a very high degree of consensus among the group. This wvas
rather surprising, since the major theme that emerged was the qulf in
understanding between cockpit designers and people within the AI community.
We agreed that there is & very good understanding of small scale problenms
with demonstrable solutions. But these tend to be restricted to LISP or
LISP-type languages on workstations with speed limitations. AI is definitely
onto something tangible, but only on & small scale.

1.2, nml_n’-m‘.dm

Of the unrasolved issuss in AI, the ares chat tends co be technically
avoided is V & V. It is a crippling problem even on small scale systems but
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‘fedlly sddreseed. It is alsq & problem in transferring from work
to AUK sid targbt sachines. Not miny pecple have attempted :«

| ehts.’ 8s feft ehqe incrodiciag redundescy ves cae method of addressing the

ABally, we Zelt that ; me £ .rn or tailoring of the system
to the pilot's expertise remsins an unaresclved isaue.

There will have to be a blend of heuristic and algorithmic approaches.
ng speed through more sophisticated architsctures is seen as a
pgrepared to digcuss the V &

value. But there is no clear

the cockpit design comsunicy of

¢ the blame lies, we are not

- scals of probless to be

cockpite gnez says "I‘'ve got this enormous complex problem;
the m8 what you can 4o". Whereas,

something long terx and all embracing, then that raises enormous questions.
to be used and the evidence required to prove that you

Thers is a huge need for a dialogus between the user, the designer and
Al community to dafine optimum pay-offs. We are in a situation of having to
demonstrate the capabilities of doing somsthing which is going to require big
soney. Convincing the political machine that you need that money is going to
be difficult because the cockpit desigmers and the Al people are talking
different languages. We need to identify some phased tangible programme
sddressing wvhat is agreed to bs the real probles.

s vo. 4

Balfwvay through we realised we wanted to maks an assertion. The
asesrtion was that we don't want an elsctronic crewasmber. What we want is
an intslligent aircraft that supports the man’s functionalicy. We think that
is very important. We felt that the anthropocentric view of the electronic
crewssmber is an insppropriate pointer to the wey we should go shead. A
second general issue is that until we actually understand what ths role of
the human is in the aircraft, we are actually "dead in thy water®. Unless we
can defins what it is the man does now, we cannot 4o any function allocatioen
between man and machine. Unless we have a fair description of man's
functionality, we are dead.
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1.1. A} Teshmology - State of Knowledge

i What's the étate of the art in Al technology? Our thoughts were similar
mehemo!ehoswuuuo. 3.7 We actually know how to 4o most things we
need for aircraft in the laboratory enviromment. There are sxemplars. So
that's no problem. mmm.andlnfmnmodtodaumthou
syscems is available now.

1.2. AT \ - 1

The unresolved issue is how we actually put what we know in hardware and
software technology together. What we do need is systems architecture for
aircraft to be able to do these- ehtuqn in real time. BEverybody put up
diagrass which showed that in the middle of their systems was the Exscutive.
We don't think any of us knows what the Executive really looks like. What
does the Bxscutive do and how does it really work? That is something that is
reéally quite difficult. It may be the last thing we achieve, but-in fact a
lot of things won't work until we can do that. Lastly, the verification and
validation problea needs to be resolved.

1.3, AX ! - D

So, whare do we go with AI technology? We focused on the cognitive
issues. One of our discussions concerned the relationship between the human
and the system; the human-machine interaction and not the human-machine
interface. It is & cognitive system that we need as well as display
technology and action technology. Our sscond point concerned parallelimm.
We have talkad repeatedly about needing a parallel solution. We think it is
actually very hard to think about parallelism. Assumptions are mads about
the human being a parallel processor. Actuslly, man is a serial thinker. No
matter vhat the processing does, san actually thinks in a serial manner.
Mathematicians receatly tried to take conventional parallel problems and make
thea go parallel. They were quits "brain failed® and found it very
difficule. One way of dealing with parallelism is to examine the functiocnal
partitioning. What is the appropriats functional partitioning of the problem
that allows you to 4o parallelism? Pinally, we decided that the object of
building these systems is to increase the survivability of the weakest pilots
and not necessarily to increase the performance of the bast pilots.
Therefore, this technology should be used to disseminate expertise.

2.1. Coskpit Inplicstioms - State of Enowledge

There has been significant advances in display technology. We were less
convinced that there has been significant progress in the action side of the
controls. We have condensed displays but we seem to have as many switches as
we used to have. Also, while the technology may improve, we cannot
realistically expect our pilots to be any better chan the pilots of latter
days in their ability co perform. We already select the best peorle.
Technology is going to leap ahead in orders of magnitude. But the ability of
the pilots is not going to change very significantly. Human physiology and
psychology are already close to ths limits. There is not much more we can do
to improve the pilots.

2.2, t catioas - 1lved Issuss

One of the issues is how to design the human~sachine interface component
for future systems with current problems. How do we get pecople who use
interfaces for current weapon systems to try to thiik about how they are
going to control future weapon systems? We end up trying to dasign . a future
weapons system with today's types of interface and methods of control. The
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previous genecation are limited by the way 'in which they have been taught to
use their equipment. It is not that they can’'t 4o better, but that they have
been taught differently and can’t undsrstand the tachnology. Another !
interasting laplication we discussed concerned the concept of the virtual !
cockpit and eye point-of<fegard switching. It can be argued that the spazial

distributica of switches in the cockpit confers particular benefits. We

don't know whether we can get rid of spatial action control. In an

energency, it say help not to have 0 look at the coantrols selected. The

idea that vhatsver you ars doing now is at the focus of your attention seems

attractive but in high action states it may not be appropriate.

2.3. Cooigdt Implicetions - Fotastisl Direqtions

What didn't come out in the discussions was the problems and coacepts
associated with tempo of agtion. Quite clearly we need to discriminate
batween activities involviang very high tempo changes of events and activities
that are very slov. We need to maks these discriminations if we are going to
design effective solutioms. Voice control will not be used for very high
tempo activities where hands-on-stick type of actions are needed. Inside a
racing car cockpit there are very few instruments. The driver uses voice
communication at very low band widths for 4 lot of his strategic coatrol,
such as what he is going to do on the next lap. Going into corners, the
driver speaks very slowly, with gaps, and someone back in the pits, with
aassive computing facilities, tells him what he needs to know. This model
could be used to take soms of the information processing from the pilot. Our
second point concerns the appropriateness of how we think about the pilot in
the future cockpit. Perhaps, we should bs thinking not 80 smuch about the
pilot of a two-seat aircraft (pilot + EC) bhut of the pilot on the bridge,
like the Captain on the bridge of a ship. The Captain disseminates authority
and responsibility down through a cosmand hierarchy to carry out and complete
tasks within the constraints which they specify. The Captain's picturs is
very such a global view rather than a dstailed view. This may be a useful
alternative way of of thinking when we design future cockpit systems. We
need to look at the way in which other peocple interact with machines, and
pecple with people, and to comsider the relationships between pecple in terms
of concepts like autocracy and democracy, and lateral or hisrarchical
decision structures. Our last point concerns stress. Resesarch has shown
that if people dda't have procedures to follow in times of high stress their
performance degridss much more dramatically than if they have got some
automatic procadure to cCarry-out. There are times when we will need to
provide activities to de-stress aircrew that don't necessarily help the
global view of the task.

-aeoeeseese

1.1, - th ved Lssuss

Firstly, we considered Expert Systems. We concluded that compared with
aucomation there is very limited operational experiencs with expert systems.
One reason is that Expert Systems are invariably user-paced and not driven
dynamically by the environment. We have virtually no experience with real-~ .
time dynamic inferencing mschanisms. We felt that other software engineering
issues need to be addressed as well as V & V. We don't know how expert
systems fail. What are the failure modes of expert systems? How do we B
seasure the reliability Expert Systems. What about redundancy? Do you make
a triply redundant Expert Systems where we reproduce the software and then
just hope? Do you change the expert knowledge in sach one? fHow do you make
them fault tolerant? In what way are they fault tolerant? Are there
different kinds of fault tolerance than in ordinary systems? One suspects
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chat this is the case. How do you maintain them in the field and carry out |
configuration coatrol? We know that they give you the oppo-tunity to modify

knowledge bases and software much more readily as.situstions change, and as !
the world changes. Rnowledgs acquisition is widely agreed to be a major i
problem-arss. Ons of the reasoms is that thete are very fev real combat

exparts in modern air warfare. We-will have to find efficient and cost-

effective methods to develop expertiss and acquire knowledge through

simulation.. Also, we will need to. encode other kinds of exmpertise such as

image interprecation and aircrafy: systems design skills. -We considered that

the requirement for. sxplanacion facilities with dynamic expert systesms. In a

rapidly changing environment, there will be little tims for explanation and

80 trust and avereness wiil- bs izportant factors. Some form of explanation

will be important in embeddsd traiming for buildiang up confidence off line,

during debriefing for instance. We thought that rule tracing is not an

adequate form of explanation. We agreed that achieving the real-time

requirement is much more than just & hardware problem. Real-time operation

is going to require reassoning about the time available to derive a solution;

anticipating the amount of computation it takes to arrive at that solution;

deriving methods which yield satisficing solutions early in the process and

convergs to better solutions, or that will always present the best solution.

We expect thase things from pecple and need them from Al systems.

Next, we considered planning. Most of the curreat work concerns route
planning. It is mostly algorithmic. A host of AI planning techniques may
becoms relevant. However, the current technology doesn't yet deal with
planning when there is an adversary and it doesn’'t reason about time.

Pinally we considered Intsrface Technology and Neural Nets. We agreed
that the Pilot/Vehicle Interface is critical, that it probably needs to be an
intelligent interface and that Natural Language Speech is a promising
candidate. Neural Nets will provide some help but they won't solve all the
problems. There is a great uncertainty about what can be dons with Neural
Nets. Most of the work in Neural Nets deals with stationary situations. AI
tends to be most useful for problems about which we can't specify the end
point. That is why we have incremental programming techaiques to develop AI
systems.

1.3.um-mmnm

We felt that the uncertainty about the form and function of the EC
indicated a lack of clear design goal and unawareness of what can really be
accomplished. These issues have implications for the desigm of the system,
for the interaction of the pilot and the system, and for the nature of the
interface. Should the system aid knowledge acquisition? We losa most of the
pilots when they are inexperienced. Should the system raise the level of
knowledge early to that of a pilot with 15 or 20 missions? Clesarly, if we
could get the pilots to a level of knowledge where the survival rates are
much better, then that would achieve a very important goal. Should we aim to
improve the performance of the expert pilot? The system would have to be
designed differently to achieve that goal. Should the electronic crewmember
be used to cover g-induced loss of conscicusness? That implies giving up
‘autonomy. Thers is no autonomy to be exezcised if you are unconscious. What
about returning the aircraft when the pilot has been injured? We need to
focus again on improved knowledge acquisition methods for the real-time
issues, and on the software engineering issuss. We agreed that there are
many differences betwsen the commercial world and :he military world as far
as the role and authority of the Expert System is coancerned. On trust and
confidence, at least cne of the group members felt that ve would get trust
and confidence the way we get it now. We could put test pilots into the
system, let them build up trust and confidence, and then transmit that trust
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and confidence somshow to the operational pilots.

2.2. Cosipis eplioatices - Ggresclved Ieswes

In the Expert Systems that have been developed to date, more than half
aof the Code, and sometimes uUp to 80%; is in the user interface. The
interface to these systems is critical for the pilct. The interface is going
to be drivea by what that systam can 40. The nature of communication will be
driven by the role agresd for the system. What to preseat, where to present
it, aad wvhan to present it are issues that will always need to be resolved.
There will be lots of cptions that we naver have had before. We could make
it context dapendeat for instance. 7The human factors of Al systems, expert
systems and speech have been inadequately addressed and need attention.

enaseansases

THAN ¥o. &
1.1. Al-Techmology - Stats of Rmowledge

We were not too sure that the state of the art is all that high, and we
were not sure that we know vhat the electronic crewmember really is. But ve
know that planning, diasgnosis and decision-making are an integral part of the
electronic crewmamber. We see a lot of different areas in which expert
systems are being applied already. But we haven't heard a lot about what the
integrator or exscutive looks like. While there are a lot of knowledge tools
available, wa don't see a large range of real-time tools. ’

1.2. nm - mg Issues

One of the things we see as an unregolved issus is how to do the
integration of the systems folks with the human factors folks. Anothar issue
is the technology implications of new devices, and the advances that are
occurzing in hardware. One of the problems is that the-need-to-inow barrier
often precludes acoess to the information you want and think you need,
because somsbody else doss not agree that you need it. We are not quits sure
how to solve that problem.

1.3. AI Teshnology - Fotsatial Directices

Sudgats are going dowm. Priorities are going to be redirected, not only
based on budget decisioas, but on things we can't predict. No-body would
have predicted the Vinoceanes incident, but that incident may have a big
bearing oa the priorities that apply to certain kinds of programse budgets.
We don't know what the next incident is going to be. There are going to be
historical factors witich influence the direction that things go, completely
independently of cur other concerns about budgeting. History is going to
have its impect as well. Certain problems are going to drive solutions. A
lot of attention is being given to electuronic warfare systems and a number of
Al applications have been established. Crew protectios, Helmet Mountad
Display and Virtual Display technology are going to have a strong impact on
driving where we 9o with AI technology. Al is going to evolve and be applied
whether ve guide it or not. We felt that the electronic crewmesber certainly
should address workload issues such as sensor fusion, and issuss that deal
with survivability, including both threat assessment and multiple
malfunctions.

2.1. cosipie Implicstions - Stete of Knowiedye

One concern was that prognoeis may be a little early. We really don't
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see clearly all that is going to be involved. Other factors are going %o
bear on what happens. Avionics programmes are going to influence what goes
into the cockpit. But the electronic crewmember is certainly going to have a
biginfluence on the how and when information gets displayed.

2.2. Cockpit M - Unresclved Issues

The pilots associate programme will force a certain amount of
integration between the human factors folks and systems folks. The big
problem is trying to get a definition of what the roles of the pilot and EC
really are in terms of what must the man do, and then what can or should the
electronic crewmember do.. Most people seem to agree that a better pilot
model is needed.

2.3. Cockpit Implications - Potemtial Directions

We considered tha question as to vwhich came first, the chicken or the
egg? Do we take the systems folks and get them smart on the electronic
crewmember or do we put the slectronic crewmember expert in with the systens
folks? The group felt that it was probably best to put the electronic
crewmanber expert in with the other systams folks. We were uncertain whether
we ought to tell the pilot everything. We may know more than we want to tell
him. Certainly we need to find the right time and place to do it. The
question of whether pilots should be remote operators was discussed rather
thoroughly. There were a couple of statements that we felt compelled to
share with you. One is that if you make the pilot remote, you may not be
able to give him the same quality and quantity of information at the remote
location that you could on board. The other problem is that if you are remote
you certainly create a vulnerability to jamming, which then denies that
information entirely.

KEYNOTE QUESTIONS

Pinally, we examined the questions raised at the start of the meeting.
There were some interesting comments:

(1) Question: Is the pilot always in control?

Answer: No, not always in control, but the pilot is always in
command. There is a need to separate the concepts of authority from
responsibility. You can delegate authority but you don't delegate
responsibility. Pilots are going to be responsible no matter what you
delegate to the electronic crewmember. '

(2) Question: What is the maturity of the slectronic crewmember?

Answer: The true associate still seems a long way off. We think
all this technology is in a state of gestation. We are eagerly awaiting
the birth, but after that its a long way to adulthood. That was our view
of the maturity of -the child.

(3) Question: What is the role of the exscutive?

Answer: We felt that co-operation is going to be needed, and that
certainly impacts on co-ordination. But we also heard : lot of people
saying there are going to be conflicts that have to be arbitrated. So,
certainly co-operation, co-ordination and arbitration but we don't know
about training. The configuration control peopls have said that there
is going to be a problem with training and we certainly agree.
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(4) Question: What is the security clearance of the elactronic
crevmamberz?

Angwer: The real concern was what do you do about a virus. How do
you assess health? How do ve know i{f somsbody has contaminated the
elactronic crewmember? One certainly would not want to go into combat
with & sick crewmsmber. Physical control of a removabla knowledge-base
is probably the solution to the security cClearance question.

(5) Question: What are the teaming concepts that are to be explored?

Angwex: There are lots of areas in which humans solve problems by
delegating certain tasks to other people or even to animals like the
pilot dog usad by a blind person for navigation. The good and bad
traits of other human and sub-human symbiotic relatioanships could
provide useful analogs for cockpit teaming applications. However, the
level of intelligence will have a asjor bearing. Humans can't or won't
team with a worm but they might with a dog!
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SUMMARY & COMCLUSIONS
CONCLUSIONS -~ ARTIFICAL INTELLIGENCE

1. The state of the art is developed sufficiently well to provide Al
systems for airborne use: however. they are mostly devoted to less
complex and more easily modeled problems. e.g.. utility systems monitoring
and fault diagnosis.

2. The current complex Al systems are non-real time. Significant work must
be accomplished before the real time requirements for aircraf; can be met.

3. Although some attemots have been made at integrating multiple expert
systems through the use of an executive (e.g.. Pilot Associate Program).
how to control multiple experts is still not well known.

4. The Al tocls in current use ware developed in the 1960s and '70s. and
there appears to be a lack of new tool development since many of the
researchers are involved in application efforts.

5. [t will take a great deal of work to achieve a fully functioning.
operational #lectronic crewmember and probably will not occur until the next
century.

CONCLUSIONS -- COCKPIT IMPLICATIONS

1. Al will affect pilot workload; effort is needed to ensure that Al does
not increase pilot workload but that it leads to improved information exchange
and better workload management.

2. The cockpit is the means of communication between the pilot and the EC;
clear information exchange must occur if a successful teaming is to occur.

3. The pilot must bufld up trust in the EC: it will only come through
increased interaction over time (i.e.. through training. simulations. and
flight tests.)

4. The avionics systems will determine what raw data is available for
presentation in the cockpit: the Al systems will integrate the data into
{nformation packages and determine how much and in what form the infaormation
will be presented.
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COMCLUSIONS -- UNRESOLVED ISSUES

1. EC's functionality and the level of the EC”s autonomy has yet to be
defined. How much adthortty for indepencent action will the oilot he
willing to assign to the EC? How will the levels of autonomy vary
across EC functions?

2. The means for validation and verification of Al software are not well
known. What techniques will be used to ensure that the software. which is
often heuristic in nature. will behave reliably?

3. The interpret2tion of pilot intent is not well defined at this time.
In order to be an efficient team. the EC must know the “personality"
of the individual oilot it is teamed with. How will this "oilot model"
data be obtained and who will have access to it besides the pilot and
the EC?

4. The role of learning in the EC may be the key unresolved issue.

Not only do we face the question of can the EC learn. but perhaos.

more imoortantly. will the EC be allowed to learn in an operational
setting? How will the newly acauired information be integrated into
existing data bases and reasoning schemes while meeting the requirements
for configuration controi?

5. The means of informing the nilot of the EC"s decisions. esoecially
those dealing with uncertainty. needs to be determined. Will the EC
merely state to the pilot that the selected route. for example. has a
.8 orobability of success? Will the pilot be satisfied with this level
of explanation or will he demand more information? How much more?
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